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ABSTRACT
In August 2020, India announced its vision for the National 
Digital Health Mission (NDHM), a federated national 
digital health exchange where digitised data generated 
by healthcare providers will be exported via application 
programme interfaces to the patient’s electronic personal 
health record. The NDHM architecture is initially expected 
to be a claims platform for the national health insurance 
programme ‘Ayushman Bharat’ that serves 500 million 
people. Such large-scale digitisation and mobility of health 
data will have significant ramifications on care delivery, 
population health planning, as well as on the rights and 
privacy of individuals. Traditional mechanisms that seek to 
protect individual autonomy through patient consent will 
be inadequate in a digitised ecosystem where processed 
data can travel near instantaneously across various nodes 
in the system and be combined, aggregated, or even re-
identified.
In this paper we explore the limitations of ‘informed’ 
consent that is sought either when data are collected or 
when they are ported across the system. We examine the 
merits and limitations of proposed alternatives like the 
fiduciary framework that imposes accountability on those 
that use the data; privacy by design principles that rely on 
technological safeguards against abuse; or regulations. Our 
recommendations combine complementary approaches 
in light of the evolving jurisprudence in India and provide 
a generalisable framework for health data exchange that 
balances individual rights with advances in data science.

INTRODUCTION
The COVID-19 pandemic has underscored 
the need for a robust digital health ecosystem 
to deliver telemedicine,1 2 remote care3 4 
and supervised task-shifting.5 6 In India, the 
urgent need to compensate providers for 
COVID-19 care through the national health 
insurance scheme, Ayushman Bharat, accel-
erated the institution of a federated digital 
health ecosystem, the National Digital Health 
Mission (NDHM).7 Borrowing heavily from 
technological innovations in the financial 
sector, the NDHM seeks to use a ‘consent 
manager’ to regulate data exchange between 
patients, provider, payers and others. The 
volume of daily data transactions expected 

across this ecosystem servicing 1.3 billion 
people raises significant privacy concerns.

Health data have historically been protected 
through consent, de-identification and ring 
fencing of storage and access.8 Advances in 
data science however render these traditional 
approaches ineffective, making it possible to 
re-identify individuals or groups with relative 
ease.9 10 This paper begins by describing the 
use and limits of consent in contemporary 
clinical practice and research, followed by an 
examination of three proposed alternatives: 
(1) the placing of fiduciary obligations on 
data processors; (2) privacy by design; and 
(3) and expanding regulation. We call for 
a complementary, contextually intelligent 
approach that balances the need for privacy 
with the opportunity to responsibly use data 
to advance medicine and public health.

Summary box

►► India’s National Digital Health Mission envisions a 
systems of electronic health records where data are 
collated with the patient’s consent.

►► However, traditional mechanisms that seek to pro-
tect individual autonomy through patient consent are 
inadequate in a digitised ecosystem.

►► It is impossible to truly foresee how data may be 
combined and recombined and eventually used, 
making rational choices about future use of data un-
informed, if not ineffective.

►► We examine the merits and limitations of proposed 
alternatives like the fiduciary obligations that hold 
data processors accountable; privacy by design 
(PbD) principles that rely on technological safe-
guards against abuse; and regulatory frameworks.

►► We favour the creation of an enabling regulatory 
environment where PbD principles can be leveraged 
not only to allow safe data exchange, but also to em-
bed enforceability at scale.

►► Our recommendations combine complementary 
approaches in light of the evolving jurisprudence 
in India and provide a generalisable framework for 
health data exchange that balances individual rights 
with advances in data science.
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CONSENT AND ITS LIMITATIONS
Informed consent is a key tenet in medicine, and is often 
understood as the explicit documented approval given 
by a patient to receive medical interventions after having 
reflected on related benefits and harms.11 The seeking of 
consent to collect and use patients’ data—including from 
their medical records, radiological images and tissue 
samples—has historically been less explicit.12

Coercion and obfuscation
In most primary care settings in India, general practi-
tioners seldom maintain any records, and consent is 
not sought when they do. Community health workers 
routinely collect large volumes of data without explicit 
consent or explanation about how the data will be used.13 
The NDHM’s strategy document, however, envisions 
a systems of electronic health records where data are 
collated with the patient’s consent.12 In modern hospi-
tals, if consent is sought for the collection or use of data, 
it is documented during patient registration or at the 
bedside just prior to interventions.14 According to the 
more recent telemedicine guidelines, if a patient initiates 
a telemedicine consultation, her consent is implied and 
not required to be explicitly sought.15

Such rule-based consent for data collection, the 
cornerstone of the NDHM architecture, satisfies formal 
legal requirements but risks being coercive15 16 and does 
not constitute what Faden et al17 described as true ‘auton-
omous authorisation’. The power hierarchy operating 
in such interactions likely impedes true autonomous 
decision-making and is particularly exacerbated when 
services are sought by individuals already discriminated 
against due to gender, caste or class.

Routinisation of consent
Health data are also increasingly exchanged across 
services such as wearables, applications and some point-
of-care devices that are governed by weak data protec-
tion regulations. To counter coercion, the NDHM 
makes participation in the health exchange voluntary.18 
The language, length and complexity of consent docu-
ments19 20 accessed through small screens on mobile 
devices or wearables with little or no true choices have 
rendered them irrelevant, opaque, non-comparable 
and inflexible.21 While the NDHM requires that privacy 
notices be clear and concise, and consent be informed, it 
proceeds to list at least nine distinct categories of infor-
mation that each notice must provide.14 Long privacy 
policy notices result in ‘consent fatigue’ and exacerbate 
the ‘routinisation’ of consent, where its provision merely 
signals compliance to gain access, and it is no longer 
informed or meaningful.22

Attempts to address the challenges with consent for 
collecting data have included dynamic consent, shorter 
consent forms and multimedia aids, all with limited 
success.23 Consent for exchanging or transmitting 
collected data has been addressed either by (a) de-iden-
tifying or anonymising data sets rendering the data 

‘non-personal’, and outside of the purview of privacy 
protection regulations, or (b) seeking ‘blanket’ consent 
for any use, or ‘broad’ consent for any reasonably fore-
seeable secondary use of data.8 We discuss the limits of 
both approaches below.

Side-stepping consent
Large anonymised aggregated human mobility data 
sets collated from social medial platforms and AdTech 
companies were used during the COVID-19 pandemic 
to estimate the impact of social distancing directives.24 25 
Social media users who consented to the secondary use 
of their data could not have foreseen its use for pandemic 
response planning. Ethics committees have allowed 
such use of data because these are no longer ‘identifi-
able,’ and because the research is in the public interest 
in the midst of an emergency. However, such data when 
combined with other data sets may violate individual or 
group privacy through inadvertent or intentional re-iden-
tification or inferences.9 10 26

It is impossible to truly foresee how geolocation data 
collected from cell phone towers or AdTech companies, 
or digital phenotypes (unique characteristics) deduced 
from health and lifestyle applications may be combined 
and recombined, making rational choices about future 
use of data uninformed, if not ineffective.27 28 Nissen-
baum, while noting the ever changing nature of data flow 
and the cognitive challenges it poses, concludes: ‘Even 
if, for a given moment, a snapshot of the information 
flows could be grasped, the realm is in constant flux, with 
new firms entering the picture, new analytics and new 
backend contracts forged: in other words, we are dealing 
with a recursive capacity that is indefinitely extensible.’29

Downstream commercialisation of data also raises 
important questions about claims to profits. Consider, 
for example, a successful machine learning algorithm 
that has trained on a trove of archived roentgenograms 
from rural public hospitals and can now accurately 
detect cancers long before the expert radiologist’s eye. 
The invention is sold by a start-up for a large amount of 
money. The original set of patients may be uncontactable 
or deceased, while their data are being monetised by a 
third-party in ways that may have been inconceivable at 
the time the X-rays were administered. What does the 
company profiting from their data owe them, if anything 
at all?

Broad and blanket consent
For health data exchanged among laboratories, phar-
macies and physicians in the routine care or billing of 
patients, consent for secondary use is ‘broad’, and in 
India almost always implicit. India’s Personal Data Protec-
tion Bill 2019 (PDP Bill)30 currently tabled in the Indian 
parliament, however, prohibits organisations from asking 
for blanket consent. Organisations will not be able to 
make the provision of services dependent on consent to 
unrelated processing (ie, cannot ask data principals to 
‘pay’ with their data) and cannot treat users’ failure to 
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opt out of preset settings as implying consent. This makes 
obtaining consent for processing that does not provide 
direct, tangible benefits to the data principal difficult 
even for companies that have direct relationships with 
end users.

Industry advocates have argued that consent-heavy 
systems thwart innovation, preventing society from bene-
fiting from the application of artificial intelligence and 
machine learning in the fields of medicine and public 
health. Users are less likely to consent to processing that 
offers them little in return or bother to opt into settings 
they are opted-out of by default, running the risk of inad-
vertently blocking the development of products and tech-
nologies that may generate public good.31 Subsequent 
sections examine alternative approaches that seek to 
address these limitations.

DATA FIDUCIARIES
The consent-model places the onus of privacy on 
the data principal—the person whose data is being 
processed, absolving data processors from using the data 
responsibly. In the absence of laws, companies such as 
Amazon,32 33 Microsoft34 and Google35 36 have published 
voluntary standards on fairness and ethics, largely focused 
on purging bias from artificial intelligence algorithms, 
among growing alarm that governments and private enti-
ties are expanding surveillance efforts and automating 
decision-making in ways that may be discriminatory.37 38 
Critics have argued that this approach avoids thornier 
questions about who should be allowed to use these algo-
rithms, to what avail and why they were built in the first 
place.39 40

To compel data processors to use data in a privacy 
preserving manner, the proposed PDP Bill places fidu-
ciary obligations on the processors, expecting them to 
serve as trustees and act in the best interest of the data 
principals. NDHM allows data exchange between fidu-
ciaries via a consent manager that allows the acquisition 
of asynchronous consent, or without, when mandated 
by law, as in case of emergencies. In theory, such pre-
authentication should allow data principals to ‘reflect on 
their choices’ and make informed decisions about when 
and whom to share data with.41

The concept of the information fiduciary was proposed 
by Balkin and Zittrain in 2016 to place obligations on 
processors of data to adhere to purpose limitation (limit 
the scope of use), data minimisation (limit the collec-
tion to only what is necessary), storage limitation (limit 
the duration of use) and transparency.42 43 By placing 
concrete obligations on data fiduciaries, the PDP Bill 
seeks to mitigate the vulnerability created by power and 
information asymmetries between individuals and health 
professionals, large corporations or the state.

Limitations
The fiduciary approach is not without its critiques. 
Drawing attention to the legally mandated obligation of 

corporations to their shareholders, Khan and Pozen44 
argue that data fiduciaries cannot always act in the best 
interests of data principals. Bailey and Goyal submit 
that a fiduciary duty to act in a person’s best interests 
does not necessarily preclude the sale of their data for 
profit.45 Except for data breaches, data fiduciaries are 
not mandated to report any legal transgressions under 
the PDP Bill.46 A data principal can approach the ‘Data 
Protection Authority’ if she believes that a data fiduciary 
has violated obligations. Thus, the onus of detection and 
enforcement remains with the data principal and may 
pose a challenge for individuals.

Importantly, time and purpose limitations could repli-
cate the kind of undue unintended burden the Health 
Insurance Portability and Accountability Act, the law 
governing healthcare data in the USA, has placed on 
data flow for routine academic research.47 They are also 
in direct tension with the intent of machine learning 
algorithms to mine data to reveal novel biological or 
behavioural relationships.48 The imposition on fiducia-
ries face some of the very challenges faced by consent-
heavy frameworks: it is impossible to tell what the future 
holds for the data, and what future the data will reveal. 
Both benefits and harms may be impossible to predict, 
and the kind of consent-driven purpose limitation 
required by the NDHM while preventing harm, may also 
hinder scientific gain.

PRIVACY BY DESIGN
Privacy by design (PbD), a systems engineering approach 
first developed by Cavoukian in 1995, calls for proactive 
privacy preserving design choices embedded throughout 
the process life cycle.49 Since the advent of electronic 
medical records (EMRs), experts have recognised the 
need for embedding technological safeguards to protect 
privacy and prevent data breaches.50 51 Advances in data 
science help address several of the aforementioned limi-
tations, by either manipulating the data through strate-
gies like minimisation, separation or abstraction or regu-
lating the process by defining conditions for control and 
notification.51 52

In many settings in India, personal data can often be 
easily accessed by people who do not need such access; 
for example, clinic-based facilitators that liaise with state 
or private insurance companies, insurance agents them-
selves and in the public sector, administrative officials. 
There is little recognition that such access, however 
unintentional or inadvertent, is unethical, and will very 
soon be illegal.53 The NDHM strategy calls for PbD tools 
without providing greater detail.12 We have described 
below the dominant tools in current use that apply PbD 
principles to address gaps in health data protection.54 
These examples are meant to be illustrative and are not 
exhaustive.

Data minimisation
When health data are collected, either through clinical 
operations or during research, there is temptation to 
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collect more and not less, given the opportunity costs asso-
ciated with collecting these data. This results in exhaus-
tive data sets archived in the public and private health 
sector that pose significant privacy risks.53 Restricting 
data collection to the essentials has in fact been demon-
strated to declutter and improve the user-interface, and 
consequently, user-experience and compliance, while 
reducing privacy risks.55 While the NDHM espouses 
data minimisation, existing legacy digital public health 
systems continue to collect vast amounts of redundant 
data on millions of beneficiaries, without demonstrable 
justification.14 53

Role-based access
Role-based access is a standard feature in most advanced 
EMRs.56 Open source tools like Dataverse provide scien-
tists differential access to research databases as well.57 
Multi-authority attribute-based encryption schemes allow 
role-based models to scale by allowing access to users 
based on a set of attributes, rather than on individual 
identities.58 59 For example, by virtue of being a verified 
clinician (regardless of who), physicians are generally 
able to look up most medical records at their institution 
easily; by virtue of being a public health administrator 
(regardless of who), officers should have no access to 
personal health information; and by virtue of being 
a research laboratory, the team would have access to 
authorised de-identified data, provided third-party regu-
lators can affirm the veracity of each of their attributes 
(clinician, administrator, researcher).49 60 The Account 
Aggregator, a similar consent management framework 
already in play in India’s fintech ecosystem, lends itself 
to such selective, verifiable, pre-authenticated access as 
has been proposed at the backbone for the NDHM.61 
Since user-consent can be sought asynchronously (prior 
to actual data processing), this model somewhat miti-
gates inadvertent coercion associated with point-of-care 
consent seeking. The NDHM seeks to verify attributes by 
developing and maintaining ‘registries’ of providers.62

User preference
The General Data Protection Regulation in the Euro-
pean Union facilitates data access by requiring compa-
nies to provide a consent management platform to give 
users more control over their data, by selecting from a 
menu of data-use options.14 In India, the Data Empower-
ment and Protection Architecture and the NDHM seek 
to empower users by allowing them to place revocable 
time and purpose limitations on the use of their data—
the sorts of choices that would be extremely beneficial to 
patients.63 In theory, patients would control who accesses 
their data at all times, would receive notification of third-
party access (whether authorised or not), or be able to 
revoke access at will, when permitted by law.

Others have elaborated on the idea by allowing data 
principals to opt into certain ‘data trusts’ or stewards with 
pre-negotiated access controls, where general attributes 
can be used to guide future data sharing: for example, a 

patient may elect to always allow healthcare providers to 
access her data but always deny access to pharmaceutical 
companies regardless of the identifiability of the data.64–66 
This approach would entail data principals commu-
nicating their preferences to the consent manager to 
accordingly direct data toward select categories of data 
processers; for example, to clinical health information 
users, and say, public research agencies like the Indian 
Council of Medical Research, but not to pharmaceu-
tical companies.12 The asynchronous and one-time (but 
revocable and changeable) nature of the process—made 
possible by the consent manager framework—may allow 
users to make a more informed and coercion-free choice, 
if citizens are encouraged to actively enrol in the system 
prior to clinical care.

Differential privacy
The current NDHM guidelines require that all health 
information processors make aggregated data available. 
Not only are aggregation and anonymisation inadequate 
for protecting privacy for the reasons described above, 
but many aspects of clinical and population health will 
require non-anonymised, high resolution data to actu-
ally be useable and useful.12 The NDHM’s Health Data 
Management Policy prohibits inadvertent unforeseen 
re-identification while processing data.14

Differential privacy (DP) seeks to balance such access 
to rich data while preserving privacy. It achieves this 
balance by differentially introducing ‘statistical noise’ in 
the data set, depending on what is being queried and by 
whom, thus combining the aforementioned approaches. 
The ‘noise’ masks the contribution of each individual 
data point without significantly impacting the accuracy 
of the analysis. Moreover, the amount of information 
revealed from each query is calculated and deducted 
from an overall privacy budget to halt additional queries 
when personal privacy may be compromised. If effective, 
this approach will help alleviate some of the concerns 
about combining large data sets; its utility in the clinical 
setting is yet to be determined. There is precedent for 
DP as a model for collaborative research.67 Open source 
platforms like OpenDP are likely to accelerate use of the 
application of DP across disciplines.68 DP may however 
lead to noisy aggregates with poor utility for analytical 
tasks in public health.69 70 Given the nascency of DP 
applications, it is premature to assess utility based on 
field-impact.

REGULATION
The jurisprudence on privacy is rapidly evolving in India 
(see table  1), and includes a landmark judgement of 
the Supreme Court affirming the right to privacy.71 The 
PDP Bill seeks to regulate the collection and transfer 
of all personal data, including health information. The 
law requires consent from the data principal before 
processing their personal data, and because health data 
are considered ‘sensitive’ by the law, the data principal 
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must be informed of any potential harm to them resulting 
from the processing of their data. It also requires fiduci-
aries to introduce technical safeguards through anony-
misation and to adopt measures to prevent unauthor-
ised access and misuse of the data, thus presenting a 
non-prescriptive opportunity to adopt privacy preserving 
design. Proposed policy and technology frameworks 
including the National Digital Health Blueprint, and its 
related strategy and policy documents, ascertain that the 
data principal ‘owns’ the data by authorising access to, 
from and across various ‘health information processors’, 
by providing consent for such transactions.18

The binary (personal vs non-personal) classification 
approach is likely to be rendered inadequate with novel 
applications of seemingly non-personal data. Data from 
accelerometers and gyroscopes of mobile phones, or 
from phone usage patterns, can be used to construct 
fairly accurate and unique ‘digital phenotypes’ of individ-
uals.72 Data that have been ‘irreversibly’ anonymised and 
do not fall within the scope of the PDP Bill are addressed 
by a proposed Non-Personal Data Governance Frame-
work.73 It recommends that fiduciary obligations remain 
in place even when personal data are anonymised, and 
that data principals should provide consent for both, 
anonymisation and the use of the anonymised data. The 
framework seeks to create differentially accessed data 
commons distinguished by source of origin of the data: 
whether from individuals, communities, public domains 
or private entities. While this may indeed be the holy 
grail of data access, the implementation path is uncertain 
in the absence of regulations.

Table  2 summarises the strengths and limitations of 
the four aforementioned approaches, none of which can 
alone provide satisfactory data access while preserving 
privacy. Socioeconomic realities, technological ubiquity 
and the scope and nature of the regulatory environment 
will help communities calibrate the approaches that will 
best suit them. We favour the creation of an enabling 
regulatory environment where PbD principles can be 
leveraged not only to allow safe data exchange, but also 
to embed enforceability at scale.

DISCUSSION
The accelerated growth of data science in recent years 
has resulted in large shifts in societal responses to new 
technologies. The growing excitement over the interop-
erability of mobile applications was replaced with collec-
tive concern about data-grabs and unforeseen use of 
personal data. Just as several early adopters of virtual assis-
tants have unplugged their devices and turned off their 
cameras, and many WhatsApp enthusiasts are migrating 
to Signal, it is not unreasonable to expect an ebb and 
flow in society’s embrace of health data exchange, as 
expectations and fears change with time. Low adoption 
of digital contact tracing applications during the corona-
virus pandemic reflected the low levels of trust in tech-
nology platforms and in governments.74 The technology 
and policy frameworks that eventually define health data 
ecosystems must therefore not only account for these 
tides but also acknowledge the local social contexts in 
which they are developed.75

Table 1  Existing framework for data protection in India

Document Details Type Nature

Puttaswamy versus Union of 
India

Judgement of the Supreme Court of India affirming 
the right to privacy of all individuals under the Indian 
Constitution.

Law Binding

Information Technology Act, 
2000

Prescribes security practices for the protection of 
personal data. Requires that consent must be sought 
before the collection of any sensitive personal data.

Law Binding and 
enforceable

HIV/AIDS Act 2017, Mental 
Healthcare Act, 2017, 
Transplantation of Human 
Organs and Tissues Act, 1994

Sector-specific laws that govern data related to the 
disease area. The requirements may be different from 
those under the Information Technology (IT) Act.

Law Binding and 
enforceable

Personal Data Protection Bill, 
2019

Proposed law that updates the IT Act and protects all 
personal data, establishes a data protection regulator 
and prescribes penalties for violations of these rules.

Bill; pending in 
parliament

Unenforceable till 
passed as law

Data Empowerment and 
Protection Architecture

Framework for data management and security issued by 
NITI Aayog, a government think-tank.

Draft report Voluntary

National Digital Health 
Blueprint, NDHM Health Data 
Management Policy, NDHM 
strategy overview

Lays out the architectural framework for the digital health 
infrastructure under the NDHM.

Government 
reports

Voluntary

Report by the committee of 
experts on Non-Personal Data 
Governance Framework

This committee of experts was constituted by the 
Ministry of Electronics and IT to propose a governance 
framework for non-personal data. It has released a draft 
report for public comments (July 2020).

Draft government 
report

Recommendations to 
the government

NDHM, National Digital Health Mission.
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They must also account and accommodate for the 
inequities that digitisation can exacerbate. Despite 
the perceived ubiquity of cell phones in India, only 
502.2 million adults own smart phones, with the elderly, 
disabled and poor—those with likely the greatest health 

needs—having the least access.76 Internet access in rural 
India is limited to one in three persons,77 with signif-
icant gender disparity.78 Data literacy and analytical 
capabilities are limited to a few institutions of higher 
learning, precluding the vast majority of local healthcare 

Table 2  Strengths and limitations of proposed approaches to protect personal health data

Approach Strength Limitation

Consent-framework 1.	 Traditionally and widely used as a tool to ensure 
patient autonomy and (despite its limitations) 
prevent exploitative practices.

2.	 In common use by medical practitioners 
during the provision of routine healthcare, or 
researchers during research projects.

3.	 The ethical and legal framework for consent is 
well established.

4.	 No additional costs need to be incurred as it is 
already a part of patient care.

1.	 It currently takes the form of lengthy and 
complicated consent forms that the patient may 
not properly read or understand. With consent 
needed for many actions during a medical 
procedure, it may sometimes be given without 
due consideration or out of habit.

2.	 In the context of healthcare, a power differential 
exists between the patient and medical provider. 
It is therefore unclear how truly autonomous 
consent is.

3.	 It is impossible for the patient to consent to all 
the possible uses of the data which might not 
be known at the time that it is being collected. 
Re-consent may not be possible if data has 
been anonymised or the patients might not be 
contactable. This may hinder medical research 
and the development of novel technologies.

Fiduciary obligations 1.	 Instead of the onus for data protection being 
on patients, shifts this burden onto entities 
collecting, storing and using the data.

2.	 Particularly useful where the ability of the patient 
to provide informed consent is impaired such 
as in the context of de-identified or anonymised 
data where there is a potential for a privacy 
violation if the data is made identifiable or is de-
anonymised.

1.	 It may be difficult for a data principal to detect 
that an entity processing their data has violated 
a fiduciary duty.

2.	 These obligations may conflict with legally 
enforceable duties that corporations owe to their 
shareholders.

3.	 Might be difficult to enforce since large 
quantities of data would have to be regulated. 
In India, it will require a strong and independent 
data protection authority.

Privacy by design 1.	 Reduces the chance of human-induced errors 
by baking privacy preserving practices and 
features into the technical architecture.

1.	 There is currently a lack of expert consensus or 
comprehensive guidelines from data protection 
authorities on the kinds of safeguards that must 
be incorporated in enterprise architecture for 
healthcare.

2.	 Might increase operational costs for healthcare 
organisations. This would disproportionately 
affect smaller organisations.

3.	 Has not yet been formally incorporated into the 
information systems of major health information 
technology companies or health systems of 
countries.

Regulation 1.	 Provides clear guidelines to protect the privacy 
rights of people and an environment of legal 
and operational certainty for entities processing 
data.

2.	 Rights can be enforced using legal mechanisms 
and penalties may be imposed for egregious 
violations of data protection obligations.

1.	 Regulations may differ in different countries, 
increasing costs of compliance for entities 
operating internationally.

2.	 If the regulations are too burdensome, it may 
limit innovation.

3.	 Large costs imposed by data protection 
regulators may affect smaller organisations but 
would be insignificant for big companies like 
Facebook and Google.

4.	 Since privacy is legally understood as an 
individual right, it may be difficult to protect 
group privacy under this framework.
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institutions and public health agencies from leveraging 
the gains of readily available data, while posing not insig-
nificant privacy risks. In the absence of demonstrated 
public health or clinical utility, process and algorithmic 
transparency will be key.79

The NDHM framework places consent at the centre 
of all exchange. The asynchronous authentication 
process permitted by the consent manager may in fact 
allow such consent to be non-coercive and meaningful 
if its scope and limits are transparently and effectively 
communicated to India’s diverse range of users. Some 
argue that modern privacy laws place an undue burden 
on technology companies, inadvertently pushing out 
smaller players and giving larger data brokers a compet-
itive advantage.31 The PbD frameworks proposed by the 
NDHM must therefore be expanded beyond aggrega-
tion and anonymisation, to responsibly allow a broader 
community of scientists to access the vast data streams 
NDHM would generate, without harming individuals or 
groups.

The proposed regulatory changes seek to simultane-
ously protect data principals while liberating access to 
non-personal data. On the one hand, the strict consent-
heavy purpose limitation may thwart innovation unless 
supplemented with notification to data principals during 
unplanned reuse. On the other, advances in data science 
applications may render the simple dichotomy between 
personal and non-personal data insufficient; risking all big 
data being classified as personal, since NDHM includes 
data that may inadvertently result in re-identification.

CONCLUSION
Consent will remain the bedrock of information exchange 
in medicine for the foreseeable future. In its current 
avatar, however, consent is flawed and must be improved 
by applying intelligent design to limit our ability to select 
harmful options. Legislation that mandates transparency 
and accountability will likely generate the trust needed to 
improve the adoption of digitisation. And trust will be the 
foundation of the kinds of data commons that must be 
built to advance the science of medicine and the health 
of populations.
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