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Abstract
The exponential increase in the number of diabetics around the world has led to an equally 
large increase in the number of diabetic retinopathy (DR) cases which is one of the major 
complications caused by diabetes. Left unattended, DR worsens the vision and would lead 
to partial or complete blindness. As the number of diabetics continue to increase expo-
nentially in the coming years, the number of qualified ophthalmologists need to increase 
in tandem in order to meet the demand for screening of the growing number of diabetic 
patients. This makes it pertinent to develop ways to automate the detection process of DR. 
A computer aided diagnosis system has the potential to significantly reduce the burden cur-
rently placed on the ophthalmologists. Hence, this review paper is presented with the aim 
of summarizing, classifying, and analyzing all the recent development on automated DR 
detection using fundus images from 2015 up to this date. Such work offers an unprecedent-
edly thorough review of all the recent works on DR, which will potentially increase the 
understanding of all the recent studies on automated DR detection, particularly on those 
that deploys machine learning algorithms. Firstly, in this paper, a comprehensive state-of-
the-art review of the methods that have been introduced in the detection of DR is pre-
sented, with a focus on machine learning models such as convolutional neural networks 
(CNN) and artificial neural networks (ANN) and various hybrid models. Each AI will then 
be classified according to its type (e.g. CNN, ANN, SVM), its specific task(s) in perform-
ing DR detection. In particular, the models that deploy CNN will be further analyzed and 
classified according to some important properties of the respective CNN architectures of 
each model. A total of 150 research articles related to the aforementioned areas that were 
published in the recent 5 years have been utilized in this review to provide a comprehensive 
overview of the latest developments in the detection of DR.
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1 Introduction

Diabetes mellitus is becoming an ever-common disease with Type II diabetes reaching epi-
demic levels and Type I diabetes on a steady increase all around the world. With diabe-
tes comes various health complications and life-limiting diseases including but not limited 
to macrovascular diseases such as ischemic heart disease, peripheral artery diseases and 
stroke. Additionally, it may also result in various microvascular diseases such as diabetic 
neuropathy, retinopathy and nephropathy. Diabetic retinopathy (DR) is a health complica-
tion that occurs as a result of prolonged diabetes with poor blood sugar management. As 
the name suggests, DR is a health concern pertaining to the eyes and ultimately results 
in vision loss. Diabetes affects insulin production and sensitivity, and therefore the ability 
of the body to absorb glucose, leading to high blood sugar levels. Left unmanaged, high 
blood sugar levels may result in blood vessel damage to the retinal vasculature of the eye. 
Blockage of the capillaries responsible for transporting blood to and from the eye results 
in decreased blood flow to the retina. The continuous need for oxygen sources naturally 
stimulates angiogenesis to occur, generating new blood vessels to carry out blood transport 
which the ruptured vessels have failed to do. This, in theory, should resolve the oxygen 
deprivation the eye has previously faced but instead leads to further complications as for 
some reason, instead of reparative angiogenesis, retinal neovascularization occurs. These 
complicates matters as the new outburst of unexplained vessel growth compromises vision 
and might lead to blindness in diabetic patients.

DR affects up to 80% of people who have had diabetes for longer than 20 years and is 
responsible for 12% of all new cases of blindness. Globally, DR has always been the lead-
ing cause of vision loss and even blindness among those aged between 20 and 74 years old 
(Vujosevic et al. 2020), and it affects an estimated 285 million people worldwide. As the 
number of diabetic patients continue to increase all around the world, we are thus looking 
at the possibility that the DR arising from diabetes may prove to be a growing burden to 
ophthalmologists in terms of the amount of time and effort needed to treat these growing 
numbers. Automation of the most tedious processes may be the solution towards alleviating 
some of this taxing burden caused by this disease on the economy and healthcare system.

A large part of our understanding revolves around the cause of DR to tie to systemic 
risk factors. Studies have shown that good glycemic management substantially hinders 
the development of DR. On the other hand, the accumulation of advanced glycemic end 
product (AGE)—a by-product of poor glycemic management—is known to correlate with 
retinopathy risk (Genuth et al. 2015). Dyslipidemia, when lipid amounts in blood reaches 
abnormal levels and hypertension, also known as high blood pressure, may also influence 
DR. However, studies suggest that intensive blood pressure control has little effect in hin-
dering the severity progression of DR (The ACCORD Study Group and ACCORD Eye 
Study Group 2010). The systemic risk factors, however, only contribute collectively to 
about less than 20% of all DR risks. This suggests additional factors playing vital roles in 
DR initiation and progression continue to remain undiscovered. A recent discovery shows 
that diabetes also has an impact on the retinal neovascular unit and its interdependent neu-
ronal, vascular, glial and immune cells (Duh et al. 2017). This opens up many new pos-
sibilities to discover and explore in the pursuit of identifying DR initiation factors. Whilst 
medical experts continue to seek more ways to detect DR through other factors previously 
gone unnoticed, the development of convolutional neural networks are showing promise in 
the field of early detection for DR.
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DR is generally classified into two stages: non-proliferative DR and proliferative DR. A 
major criterion in DR evaluation and analysis is the evident development of microvascular 
lesions such as microaneurysms, intraretinal hemorrhages, exudates, capillary nonperfu-
sions, intraretinal microvascular abnormalities and venous caliber abnormalities accompa-
nied with neuronal infarcts and retinal neovascularization.

Other hallmark features foreboding the development of early DR usually accompanying 
and/or preceding lesion development are the thickening of the vascular basement mem-
brane, premature death of pericytes and eventual endothelial cell death (Duh et al. 2017; 
Antonetti et al. 2016). Several retinal vascular pathological processes in DR have a direct 
impact on vision.

One such example is vessel integrity loss, which implies gradual non perfusion of the 
retinal vasculature. This progresses into the eventual occlusion or degeneration of capil-
laries (Stitt et  al. 2016) which in turn results in regions of ischemia and impaired oxy-
genation of retinal neurons. If the condition persists and capillary nonperfusion becomes 
progressive, hypoxia and proangiogenic growth factors stimulate abnormal formation of 
blood vessels in the retina. This is an indication that NPDR has worsened into a state of 
DR—known for pathologic preretinal neovascularization. Vision loss is highly likely at 
this point. Otherwise, in the NPDR stage, things can also go sideways if retinal neovas-
cularization occurs. Retinal neovascularization leads to vitreous hemorrhage or tractional 
retinal detachment (Stitt et al. 2016), both bearing high risks of visual impairment.

Although there are only two stages of DR, it is worth mentioning diabetic macular 
edema at this point. This is an important categorization since DME can occur at any of the 
two stages of DR and is also the most common cause of vision loss in DR patients. Simply 
put, edema is when the blood-retinal barrier breaks down and causes vascular leakage of 
circulated fluids and protein into the neural retina—yet another cause for vision loss.

As of current knowledge, DR is not a curable disease. One characteristic of DR that 
continues to baffle researchers is the how reparative angiogenesis almost never occurs 
despite the strong hypoxia stimulus and enhanced proangiogenic growth factor production. 
A recent study suggests that semaphorins—a protein class that controls axonal growth core 
guidance—may be the root cause of this phenomenon. Specifically, semaphorins 3A, 3F 
and 6A (Wei et al. 2015) are implicated to suppress the revascularization response from the 
ischemic retina, steering the neo-vessels to the vitreous instead. Since this proangiogenic 
growth factor almost always results in pathologic preretinal neovascularization rather than 
beneficial, reparative angiogenesis. Extensive research has been done over the decades to 
identify growth factors such as VEGF (Aiello et al. 1994). Along the lines of this under-
standing, the implementation of anti-VEGF treatments has been quite effective as a form 
of treatment for this condition (Rami et al. 2017; Gross et al. 2015). We will mention more 
on existing treatment methods but for now, knowing that for patients with no DR are mild 
NPDR, simple screening and glycemic control is often enough; patients experiencing mod-
erate or higher levels of DR will have various treatment options depending on the level of 
severity ranging from laser scatter treatment to vitrectomy.

The study on the automated detection of DR has been gathering more and more atten-
tion worldwide since 2015. Among all search engines, it can be observed that the num-
ber of articles produced has been increasing rapidly since 2015. In examining the current 
research trend on the automated detection of DR, the following syntax was keyed into a 
research database, such as Web of Science Database:

("Diabetic Retinopathy" OR ("Fundus" AND ("exudate" OR "microaneurysm" 
OR "hemorrhages" OR "red lessions" OR "dark lessions" OR "cotton wool spots" 
OR "macular edema" OR "vessel network" OR "blood vessel" OR "optic disk"))) 
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AND ("Convolutional" OR "Automated" OR "machine learning" OR "artificial 
intelligence" OR "neural network" OR "deep learning" OR "fuzzy logic" OR "ran-
dom forest" OR "support vector machine")

The period of searching was restricted to 2015 or later, and only published journal arti-
cles were the target of searching. The search result on all the published journal articles in 
https:// app. dimen sions. ai/ was subsequently exported to a bibliometric program, yielding 
the author co-citation network shown in Fig. 1.

Among all the 1575 publications in the list obtained, it was found that Wong T.Y. was 
co-cited 1262 times, which is the most number of co-citation among the thousands of 
authors, displayed by the bibliometric program as the largest circle. It is worth noting that 
Wong T.Y. is also a co-author for seven of the journal articles that were reviewed in this 
paper namely, references no. (Ting et al. 2017, 2018; Bellemo et al. 2019; Xie et al. 2020; 
Wong and Bressler 2016; Sabanayagam et al. 2018; Yip et al. 2020).

1.1  The structure of this review article

This review article consists of a total of 5 sections. The tree diagram in Fig. 2 provides an 
overview for the main contents of this article.

In Chapter 1, a comprehensive overview of DR which includes its complications, detec-
tion and treatment methods are presented.

Chapter 2 presents the main content of this article which is a review on the automated 
detection of DR using fundus images across the recent years is presented.

In Sect.  2.1, thorough general descriptions and analysis will be done on the model 
which an AI is built upon for the automated detection of DR using fundus images. Substan-
tial graphical presentation is provided, showing how the choices of the model to build the 
AI has changed across the recent years.

Sections 2.2 and 2.3 follows immediately after Sect. 2.1 to serve as more detailed dis-
cussions to the model used for DR detection which forms the most crucial part of this 
article.

Fig. 1  The author co-citation network showing all the authors who had made publications in the field of 
automated DR detection since 2015

https://app.dimensions.ai/
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In Sect. 2.2, an even more in-depth study is conducted specifically for CNN-based mod-
els, which were found to be the main choice among all the models to build an algorithm. 
In fact, there are two major groups: Those who deploys readily available general purpose 
CNN structure, and those who improvise their own CNN structure dedicated for the pur-
pose of the automated detection of DR.

A thorough discussion of the other models used in the detection of DR using fundus 
photography is presented in Sect. 2.3. Firstly, all the AI which deploys standalone models 
other than CNN were reviewed. Then, the attention is given to all the AI which deploys 
hybrid models, for which the type of the hybrid model’s constituents, as well as the trend-
ing of choices, are reviewed and presented.

Then, in Sect. 2.4, thorough general descriptions and analysis will be done. Different 
tasks an AI are built to diagnose, such as the detection of various diseased tissue resulted 
from complications of DR. Substantial graphical presentation are likewise provided. As 
the majority of the AI are designed for the general grading of DR according to their levels 
of severity, Sect. 2.4.1 is provided for a more in-depth analysis among those articles who 
performed general DR gradings.

The major datasets that have been used in fundus photography in the studies that have 
been reviewed in this paper are presented in Sect. 2.5. This is then followed by a review on 

Fig. 2  An overview of the main contents of this article, presented as a tree diagram for visualization
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all the comparative studies performed by all the authors, as well as our own commentaries 
as which models seems to perform best for the detection of DR based on our observations.

In Sect. 3, other recent developments in the field of automated fundus-based DR detec-
tion are presented. First, in Sect. 3.1, a brief review on all the recently trademarked applica-
tions for automated DR detection using fundus images is given, in which the authors had 
also published articles. Then, in Sect. 3.2, some newly developed performance enhancing 
add-ons are presented. Such add-ons were developed by some dedicated research groups 
to provide a performance boost when used alongside with the existing ML algorithms for 
automated DR detection using fundus images.

In Sect.  4, a review on the recent development of DR detection algorithm using the 
OCTA (Optical Coherence Tomography Angiography) images is presented. OCTA imag-
ing is an emerging new way of retinal emerging that provide unprecedented image details 
over the conventional fundus imaging reviewed in Sects. 2 and 3.

Concluding remarks are presented in Sect. 5. Moreover, potential future directions of 
research will also be highlighted in this section, such as a shift of attention from using the 
conventional fundus images to using the recently developed OCTA image for automated 
DR detection. This is then followed by acknowledgements and the list of references.

2  Recent development on the automated detection of DR using 
fundus images

Altogether, more than 150 articles published since 2015 were collected from reputable 
journals across the World Wide Web, out of which 81 of those research articles [2015: 
(Ţălu et  al. 2015; Mahendran and Dhanasekaran 2015a, b; Ibrahim et  al. 2015), 2016: 
(Banerjee and Kayal 2016; Partovi et al. 2016; Wardoyo et al. 2016; Abràmoff et al. 2016; 
Prentašić and Lončarić 2016; Gulshan et  al. 2016; Akyol et  al. 2016; Gharaibeh 2016; 
Gharaibeh and Alshorman 2016), 2017: (Das and Puhan 2017; Dutta et al. 2015; Tan et al. 
2017a, b; Xu et al. 2017; Quellec et al. 2017; Raju et al. 2017; Ting et al. 2017; Al-Jar-
rah and Shatnawi 2017; Abbas et al. 2017; Javidi et al. 2017; Zhang et al. 2017; Barkana 
et al. 2017), 2018: (Kaur and Mittal 2018; Mansour 2018; Brown et al. 2018; Randive et al. 
2018; Ramachandran et al. 2018; Hemanth et al. 2018; Saleh et al. 2018; Seth and Agarwal 
2018; Al-Hazaimeh et  al. 2018), 2019: (Gao et  al. 2018; Gonzalez-Gonzalo et  al. 2020; 
Sahlsten et al. 2019; Liu et al. 2019; Hemanth et al. 2019; Sun 2019; Zhang et al. 2019; Li 
et al. 2019a, b; Eftekhari et al. 2019; Bellemo et al. 2019; Pires et al. 2019; Qummar et al. 
2019; Zeng et al. 2019; Son et al. 2019; Gulshan et al. 2019; Nazir et al. 2019; Nair and 
Muthuvel 2019; Chowdhury et al. 2019; Pratheeba and Singh 2019; Memari et al. 2019; 
Jebaseeli et al. 2019a, b), 2020: (Colomer et al. 2020; Mateen et al. 2020; Wu et al. 2020; 
Shaban et al. 2020; Pao et al. 2020; Torre et al. 2020; Shah et al. 2020; Zago et al. 2020; 
Qiao et al. 2020; Srivastava and Purwar 2020; Shankar et al. 2020a, b; Samanta et al. 2020; 
Xie et al. 2020; Ayhan et al. 2020; Ali et al. 2020; Derwin et al. 2020a, b; Jadhav et al. 
2020; Usman and Almejalli 2020; Luo et al. 2020; Gayathri et al. 2020; Bhardwaj et al. 
2021)] are observed to be research articles in which new AI algorithms for DR detection 
using fundus images were innovated. In fact, from all the literature published in this area 
from January 2015 until September 2020, a total of 84 newly developed algorithms was 
observed from that 81 research articles.

Among most articles encountered, the norm has always been to focus on develop-
ing a single algorithm using a single type of model at a time. There were nonetheless 3 
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noticeable exceptions found during 2015–2020, where each of the 3 exceptions produced 2 
innovated algorithms using a distinct type model from one another.

 (i) In Mahendran et al. (2015a): One using probabilistic neural network, thus classified 
as Other-NN in Sect. 2.1.2; the other using support vector machine, thus classified 
as SVM in Sect. 2.1.2.

 (ii) In Mahendran et al. (2015b): One using k-means clustering, thus classified as Other 
ML in Sect. 2.1.2; the other using fuzzy c-means, thus classified as Fuzzy-ML in 
Sect. 2.1.2.

 (iii) In Saleh et al. (2018): One using random forest, thus classified as RF in Sect. 2.1.2; 
the other using dominance-based rough set approach, thus classified as Other ML 
in Sect. 2.1.2.

Moreover, there also exist few articles, each produced multiple algorithms which how-
ever remained very close in structure to each other, and those algorithms in an article were 
all created using one same type of model, such as CNN. For clarity reasons, all algorithms 
of such kind from one same article using one same type of model will be counted as one in 
our review.

Hence, there are altogether 84 distinctive entries of newly developed AI algorithms for 
DR detection based on fundus images found from all the literature published in this area 
from January 2015 until September 2020. Those 84 distinctive entries shall be collectively 
referred as the New Fundus Algorithms throughout the remaining sections of this review 
article.

On the other hand, we have also gone through many review articles published previ-
ously (Amin et al. 2016; Lu et al. 2018; Ting et al. 2018; Sorour et al. 2018; Raman et al. 
2019; Grzybowski et al. 2019; Nagendran et al. 2020; Yip et al. 2020; Chaki et al. 2020; 
Alyoubi et al. 2020; Stolte and Fang 2020; Kandel and Castelli 2020; Ishtiaq et al. 2020; 
Islam et  al. 2020). We found that all of these review articles did not manage to provide 
a comprehensive comparison between the methods used by each of the authors for the 
detection of DR. This is especially prevalent today where most of the recent studies have 
deployed convolutional neural network (CNN) but with differences in its internal archi-
tecture. Moreover, though many of the review articles did provide a table mentioning the 
choices of datasets across the years, none of them was found to be a reliable overview of 
the research trend due to the fact that they reviewed only very few articles (often less than 
20 articles even for a period of 10 years or more).

In three of the succeeding Sects. 2.1, 2.4 and 2.5, all the New Fundus Algorithms will 
be studied by examining their classifications under three different approaches:

 (i) According to the choices of their constituent models, which can be one (as in Pure 
CNN), many (as in a hybrid model), or none (as in a conventional morphological 
method), in Sect. 2.1.

 (ii) According to the specific tasks they are designed to perform, in Sect. 2.4.
 (iii) According to the datasets they have used to train their ML-based algorithms, in 

Sect. 2.5.
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3  The study of the new fundus algorithms by their overall model 
groups, choices of constituent models and methods

3.1  Observation on the constituent models among all entries of the New Fundus 
Algorithms

Among the 84 entries of the New Fundus Algorithms, most of them were observed to be 
built upon one or several of the following 6 constituent models of AI which are all ML 
based:

 (i) CNN Convolutional neural network.
 (ii) ANN Artificial neural network.
 (iii) Other-NN Other derivatives of ANN than CNN, such as recurrent neural network 

(RNN) and long-short-term memory (LSTM).
 (iv) Fuzzy-ML Fuzzy logic-based methods, such as fuzzy inference system and/or fuzzy 

time series among others, and with ML implemented.
 (v) SVM Support vector machine.
 (vi) RF Random forest.

It is worth noting that all neural network-based models (ANN, CNN, Other-NN) as well 
as SVM and RF, inherently incorporates ML in their own structures.

As the entire structure of an ANN is itself a component of a CNN structure (the clas-
sification section, see Fig. 7), any algorithm which said to combines some CNN structures 
with some ANN structures will be regarded as a Pure CNN model instead of hybrid model. 
On the other hand, the structure of RNN and LSTM are entirely different from that of a 
conventional ANN, so an algorithm which incorporates features of both ANN and Other-
NN will be considered as a hybrid of ANN with Other-NN.

With regards to the procedure of repeated iteration during the ML procedure, it was 
further observed that some entries had even deployed genetic algorithm to facilitate their 
machine learning procedures.

3.2  Classification of the New Fundus Algorithms into 10 mutually exclusive model 
groups

All 84 entries of the New Fundus Algorithms are found to be fully classifiable under all the 
10 mutually exclusive model groups as described below:

(i) Conventional Entries that are built solely upon the conventional methods which does 
not incorporate any recent AI models, with or without ML. Most of these methods are 
morphological based.

(ii) Pure CNN Entries that are built solely using CNN, without deploying genetic algorithm.
(iii) Pure ANN Entries that are built solely using ANN, without deploying genetic algo-

rithm. In this review, if any entry is known to be NN-based, but it was not mentioned 
anywhere in its article about which particular NN model it belongs to, then that entry 
will be classified under this model group

(iv) Pure Other-NN Entries that are built solely using Other-NN, without deploying genetic 
algorithm.
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(v) Pure Fuzzy-ML Entries that are built solely using Fuzzy-ML, without deploying genetic 
algorithm.

(vi) Pure SVM Entries that are built solely using SVM, without deploying genetic algorithm.
(vii) Pure RF Entries that are built solely using RF, without deploying genetic algorithm.
(viii) Other ML Entries that are built using ML method(s) other than those among the CNN, 

ANN, Other-NN, Fuzzy-ML, SVM and RF, without deploying genetic algorithm.
(ix) Only Genetic Entries which deployed genetic algorithm onto an unknown host model, 

i.e. such host model was not mentioned anywhere in the article.
(x) Hybrid ML Entries which satisfy at least one of the following conditions below:

(a) Entries which incorporate 2 or more constituent models among {CNN, ANN, 
Other-NN, Fuzzy-ML, SVM, RF}.

(b) Entries which incorporate 1 constituent model among {CNN, ANN, Other-NN, 
Fuzzy-ML, SVM, RF} together with some other ML methods.

(c) Entries which incorporate 1 constituent model among {CNN, ANN, Other-NN, 
Fuzzy-ML, SVM, RF} together with genetic algorithm.

Due diligence had been carried out in studying all the articles containing entries of the 
New Fundus Algorithms. The proportion of all 84 entries among the New Fundus Algo-
rithms that belongs to each of the 10 model groups is thus as shown in Fig. 3.

Now we present Fig. 4 which shows the 10 model groups containing these 84 entries 
of the New Fundus Algorithms arranged by year of publication. This is then followed by 
Fig. 5 which gives the other perspective around: The year of publication of these 84 entries 
arranged by the model groups they belong.

Thus, from Figs. 4 and 5, it is clearly visible that a lot of research work on the New 
Fundus Algorithms seemed to converge into the sole use of convolutional neural networks 
(Pure CNN) since 2016 (Abràmoff et al. 2016; Prentašić and Lončarić 2016; Gulshan et al. 

Fig. 3  Proportions among all the 84 entries among the New Fundus Algorithms that belong to each of the 
10 model groups
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2016; Tan et al. 2017a, b; Xu et al. 2017; Quellec et al. 2017; Raju et al. 2017; Ting et al. 
2017; Mansour 2018; Brown et al. 2018; Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; 
Sahlsten et al. 2019; Liu et al. 2019; Hemanth et al. 2019; Sun 2019; Zhang et al. 2019; Li 
et al. 2019a; Eftekhari et al. 2019; Bellemo et al. 2019; Pires et al. 2019; Qummar et al. 
2019; Zeng et al. 2019; Mateen et al. 2020; Wu et al. 2020; Shaban et al. 2020; Pao et al. 
2020; Torre et al. 2020; Shah et al. 2020; Zago et al. 2020; Qiao et al. 2020; Srivastava 
and Purwar 2020; Shankar et al. 2020a; Samanta et al. 2020; Xie et al. 2020; Ayhan et al. 
2020). Particularly since 2019, a tremendous increase was observed in the annual number 
of entries among the New Fundus Algorithms which adopted CNN as their main model 

Fig. 4  The model groups of the 84 entries among the New Fundus Algorithms, arranged by their year of 
publication

Fig. 5  The year of publications of the 84 entries among the New Fundus Algorithms, arranged by the 
model groups they belong
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of development (Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; Sahlsten et al. 2019; Liu 
et al. 2019; Hemanth et al. 2019; Sun 2019; Zhang et al. 2019; Li et al. 2019a; Eftekhari 
et al. 2019; Bellemo et al. 2019; Pires et al. 2019; Qummar et al. 2019; Zeng et al. 2019; 
Mateen et al. 2020; Wu et al. 2020; Shaban et al. 2020; Pao et al. 2020; Torre et al. 2020; 
Shah et al. 2020; Zago et al. 2020; Qiao et al. 2020; Srivastava and Purwar 2020; Shankar 
et  al. 2020a; Samanta et  al. 2020; Xie et  al. 2020; Ayhan et  al. 2020). Meanwhile, the 
computational power of consumer-based PC had increased tremendously since 2016 for 
both CPU and GPU. Most of the software needed to run the programming are now free 
(gratis) and provides plenty of freedom of use, even for commercial use. This grants all 
the researchers unprecedented access to parallel GPU computing necessary to carry out 
the resource intensive ML procedures to train the AI built using pure CNN. In the near 
future, it is therefore very likely to have an even higher number of new pure CNN based 
algorithms appearing every year.

3.3  An even more detailed classification of the entries in accordance with their 
constituent models and methods

To provide an even more detailed insight to the model groups used among the New Fundus 
Algorithms, Table 1 and Fig. 6 are presented to show the general distribution of all the 84 
entries according to their constituent models and methods which they are based upon. In 
particular, the six constituent models are as previously mentioned in Sect. 2.1.1, and they 
are reviewed together with another 2 methods, namely: Other ML (i.e. those who deployed 
other ML models as their constituents, but not using genetic algorithm) and Genetic (i.e. 
those who deployed genetic algorithm).

The areas of all regions in Fig. 6 are shown to be directly proportional to the number 
of entries that fall within each combination. Moreover, in Fig. 6, all the cardinalities rep-
resenting the entries under hybrid ML are displayed in green. The remaining 9 black num-
bers once again correspond to the number of entries under model group number 1 to 9 as 
defined under Sect. 2.1.2.

It is therefore clearly observable in Fig. 6, that 37 out of the 84 entries belongs to the 
model group of pure CNN. Section 2.2 is therefore dedicated for an in-depth study of all the 
pure CNN-based algorithms grouped among the 37 entries (see the beginning of Sect. 2 for 
more details), revealing all the intricate details and the minute differences among all entries 
belonging to pure CNN. Entries in other model groups will be discussed under Sect. 2.3.

3.4  Pure CNN: the main model group for the new fundus algorithms: an even more 
in‑depth review

With the abundance of 37 entries of the New Fundus Algorithm that are purely built upon 
CNN, this section is dedicated to provide an in-depth studies on all the CNN based algo-
rithms grouped among these 37 entries. Firstly in Sect. 2.2.1, the fundamental design of the 
CNN architecture is reviewed. This is then followed by a thorough study on the recently 
introduced new general purpose CNN blueprints for the detection of DR in Sect.  2.2.2. 
Then, in Sect. 2.2.3, several self-customized CNN architectures that are dedicated for DR 
detection are also discussed.
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3.4.1  The fundamental CNN design and the needs of preprocessing

Figure 7 below shows the essential structure of a typical CNN architecture for general DR 
grading.

One of the most obvious methods to further improve the outcome of a CNN based algo-
rithm is to increase the “clarity” of the image right before it is fed into the system. This was 
usually accomplished by the algorithms by raising the contrast and sharpness of the image 
with photo editing software or similar programs, to accentuate all the relevant features on 
the fundus image (Tan et  al. 2017a, b; Eftekhari et  al. 2019; Zago et  al. 2020; Samanta 
et al. 2020) and to suppress all the unwanted artifacts and noises of the image (Prentašić 
and Lončarić 2016), before feeding the data into the CNN. This is also to ensure that all 
the images fed into the CNN possess uniform amount of overall brightness and color (Tan 
et al. 2017a, b; Eftekhari et al. 2019; Zago et al. 2020; Samanta et al. 2020). Moreover, in 
a dataset of fundus images where the resolutions vary among the images, resizing was usu-
ally done to standardize the image size before fed into the CNN (Sahlsten et al. 2019; Qum-
mar et al. 2019). Such procedure is thus unanimously referred to as preprocessing (Fig. 8).

Among all entries of the New Fundus Algorithm built using pure CNN, we tabulated 
in Fig. 9 the number of algorithms where significant preprocessing was observed before 
feeding the input into CNN [2016: (Prentašić and Lončarić 2016; Gulshan et  al. 2016), 
2017: (Tan et al. 2017a, 2017b; Xu et al. 2017; Raju et al. 2017), 2018: (Mansour 2018), 
2019: (Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; Sahlsten et al. 2019; Liu et al. 2019; 
Hemanth et al. 2019; Zhang et al. 2019; Li et al. 2019a; Eftekhari et al. 2019; Pires et al. 
2019; Qummar et al. 2019; Zeng et al. 2019), 2020: (Mateen et al. 2020; Wu et al. 2020; 
Pao et al. 2020; Zago et al. 2020; Srivastava and Purwar 2020; Samanta et al. 2020)]. Those 
articles which promotes pure CNN had also given elaboration on the method of preproc-
essing. This is then compared against those other algorithms who was not found to perform 
preprocessing [2016: (Abràmoff et al. 2016), 2017: (Quellec et al. 2017; Ting et al. 2017), 
2018: (Brown et  al. 2018), 2019: (Sun 2019; Bellemo et  al. 2019), 2020: (Shaban et  al. 
2020; Torre et al. 2020; Shah et al. 2020; Qiao et al. 2020; Shankar et al. 2020a; Xie et al. 
2020; Ayhan et al. 2020)], either the articles mention that themselves, or there is nowhere 
in their article which suggest any preprocessing had been done.

It can be observed that there is a significant drop in the number of entries (it is worth 
reminding that each entries can either be one single algorithm or several algorithms that 
are structurally very close to one another, as mentioned in Sect. 1.1) who were observed to 
perform standalone preprocessing in 2020 (Mateen et al. 2020; Wu et al. 2020; Pao et al. 
2020; Zago et al. 2020; Srivastava and Purwar 2020; Samanta et al. 2020), compared to the 
year 2019 (Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; Sahlsten et al. 2019; Liu et al. 
2019; Hemanth et al. 2019; Zhang et al. 2019; Li et al. 2019a; Eftekhari et al. 2019; Pires 
et al. 2019; Qummar et al. 2019; Zeng et al. 2019). Through the observation on the articles 
in 2020 (Mateen et al. 2020; Wu et al. 2020; Shaban et al. 2020; Pao et al. 2020; Torre 
et al. 2020; Shah et al. 2020; Zago et al. 2020; Qiao et al. 2020; Srivastava and Purwar 
2020; Shankar et al. 2020a; Samanta et al. 2020; Xie et al. 2020; Ayhan et al. 2020), it is 
concluded that preprocessing no longer needed due to the newly developed CNN architec-
tures (since 2020 and beyond) which by itself is already capable of tracing even the tiniest 
difference among the colors or textures, without the needs to be provided with a manually 
enhanced image.

Another obvious way to further improve the outcome of a CNN based algorithm, 
is to increase the complexity of the CNN itself. It is worth noting that the most legacy 
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architecture of CNN, LeNet (Lecun et  al. 1998), had remained the blueprint by most 
authors for innovating new CNN based algorithms for automated DR detection until 2017. 
Many groups of authors had thus improvised on LeNet by introducing additional number 
of layers in the feature extraction or the classification or both, accompanying by adding 
more neurons and the more feature maps in each layer. One notable example is done by 
Tan et  al. (2017a) which they developed an AI algorithm that detects EX, MA and HM 
using a CNN enlarged from LeNet.

Fig. 6  An Euler diagram showing the distribution of all the 84 entries of the New Fundus Algorithm 
according to their constituent models and method

Fig. 7  The essential structure of a typical CNN architecture for general DR grading
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3.4.2  The recent general‑purpose CNN (RGP‑CNN): new blueprints for the mainstream 
CNN developers for DR detection

It was not until the year 2018 that a large number of more recent, profoundly complex 
architectures of CNN began to get attention among AI developers for DR detection, such as 
AlexNet (Krizhevsky et al. 2012), VGGNet (Simonyan and Zisserman 2015), GoogleNet/
Inception (Szegedy et al. 2015), ResNet (He et al. 2015), DenseNet (Huang et al. 2017) and 
SeNet (Hu et al. 2018). Such newly developed architectures were however general-purpose 
in nature and thus their structures were not specifically tuned for any practical purpose, 
let alone for DR detection. For the remaining part of this article, those architectures shall 

Fig. 8  The implementation of preprocessing of fundus image in prior of feeding into CNN

Fig. 9  The implementation of preprocessing among the entries of the New Fundus Algorithm built using 
pure CNN
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be collectively referred to as Recent General-Purpose CNN (abbr. RGP-CNN). It is worth 
mentioning that an RGP-CNN tends to be extremely complex in structure, except some 
very early versions like AlexNet. For example, InceptionV3 consists of more than 100 
crisscrossing layers and 7 different operations including convolution itself (https:// softw 
are. intel. com/ conte nt/ www/ us/ en/ devel op/ artic les/ incep tion- v3- deep- convo lutio nal- archi 
tectu re- for- class ifying- acute- myelo idlym phobl astic. html). Hence, throughout this review, 
any RGP-CNN deployed in a given AI algorithm will be represented by a single icon as 
shown in Fig. 10.

It is worth reminding that an RGP-CNN were not tuned for any dedicated practical 
applications and thus it can still be possibly outperformed by a smaller but dedicated CNN 
architecture customized specially for DR detection.

Following the commonly accepted notation in literature, if a number is mention after the 
name of an RGP-CNN, that number specifies the number of layers presented in that par-
ticular subclass of RGP-CNN. Thus, VGGNet19 specifies that it is a particular subclass of 
VGGNet that is 19 layers deep. Some author groups in literature however did not mention 
such number of layers in a particular subclass of an RGP-CNN they used in their works, in 
such a case, only the name of that RGP-CNN will be presented in this review.

In 2018, Mansour et al. (2018) deployed AlexNet, which is just newer than LeNet, for 
General DR Grading. Also in the same year, Wan et. al. (2018) were observed to be among 
the pioneers to perform a comparative study on the performance of six RGP-CNN when 
adopted for DR detection. The architecture studied by Wan et. al. (2018) were: AlexNet, 3 
derivatives of VGGNet (VGGNet-s, VGGNet16, VGGNet19), GoogleNet(a.k.a. Inception), 
and ResNet. Then, following the footsteps of such comparative studies, most algorithms 
from the year 2018 had begun to discard the conventional LeNet and began to adopt one 
or several RGP-CNN as their blueprints to develop their own CNN based algorithm for 
DR detection. Among the RGP-CNN commonly studied by those inventing authors were 
ResNet (Liu et al. 2019; Zhang et al. 2019; Mateen et al. 2020; Shankar et al. 2020a; Wan 
et al. 2018), GoogleNet (Mateen et al. 2020; Shankar et al. 2020a; Wan et al. 2018), and 
VGGNet (Mateen et al. 2020; Shankar et al. 2020a; Wan et al. 2018).

With such RGP-CNN as the new blueprints, some CNN based algorithms innovated 
since 2019 (Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; Zhang et al. 2019; Bellemo 
et al. 2019; Qummar et al. 2019; Zeng et al. 2019; Mateen et al. 2020; Shankar et al. 2020a; 
Xie et  al. 2020) contained multiple RGP-CNN architectures (not to be confused with a 
hybrid AI model, because it is still a CNN based model).

Among those algorithms with multiple RGP-CNN architectures, some of them deployed 
mutually distinct RGP-CNN architectures (Zhang et al. 2019; Bellemo et al. 2019; Qum-
mar et al. 2019; Mateen et al. 2020; Xie et al. 2020), all working concurrently on an iden-
tical preprocessed data of a fundus image. The final output was then computed from the 
outcomes yielded by all the constituent RGP-CNN using certain formula or even another 
ANN-like network. There were six such algorithms observed among the literature pub-
lished since 2019, all of which are presented in Table 2.

On the other hand, those algorithms with multiple RGP-CNN architectures deployed 
mutually identical RGP-CNN (Gao et al. 2018; Gonzalez-Gonzalo et al. 2020; Zeng et al. 
2019; Shankar et al. 2020a), which all working concurrently on distinctively preprocessed 
data of a fundus image. Likewise, the final output was then computed from the outcomes 
yielded by all the constituent RGP-CNN using certain formula or even another ANN-like 
network. It is worth noting that two mutually identical RGP-CNN used in a given inno-
vated algorithm will still have their network’s weights combination different with each 

https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
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other because each of them will be trained for a different purpose, say examining the left 
eye and the right eye as encountered in Zeng et al. (2019).

The algorithm developed by Zheng et al. (2019) for General DR Detection takes both 
eyes as inputs, analyses, and even compares them simultaneously using InceptionV3 for 
both eyes. Hence the name “Binocular Siamese-like” called by the authors themselves 
(Fig. 11).

Later in 2020, Shankar et al. (2020a) proposed another algorithm for General DR Grad-
ing which deploys two concurrent ResNet50, said to be connected consecutively to an 
ANN (“synergic”) (Fig. 12).

Besides, there were another two invented algorithms for DR that are rather complex then 
the rest of the hybrid CNN architectures aforementioned: Firstly, Gonzalez-Gonzalo et al., 
in their recent article published in JAMA in 2019 (Gonzalez-Gonzalo et al. 2020), incor-
porates six DenseNet joined concurrently in their algorithm for General DR Grading, each 
of them took on one of the three RGB channels for each of the two distinctively preproc-
essed images, which were done using different methods from the raw fundus image. The 
final result is simply the mean (“average DR score”) of the six outputs from each of the six 
DenseNet architectures. Secondly, Gao et al. (2018) proposed an algorithm for General DR 
Detection which consists of four concurrent InceptionV3, each of them work on a quarterly 
section of the image and produces a tiny monochrome image instead a mere numerical out-
put like from 0 to 4. The final answer was concatenated from that 4 monochrome images 
produced by that four InceptionV3. That yielded a final monochrome image which, in addi-
tion to General DR Grading, also capable of giving the approximate (because that final 
image is still very small) location of the diseased tissues.

3.4.3  Self‑customized CNN architecture dedicated for DR detection

Nevertheless, there were some authors who chose to innovate their own customized archi-
tecture of CNN dedicated for DR detection without relying to any RGP-CNN in literature 
as their blueprints. These self-customized CNN architectures tend to be just as complex 
as RGP-CNN developed on the same period. Moreover, there is a much greater degree of 
diversity among the algorithms which uses customized CNN architectures than those who 
simply deploy RGP-CNN’s. This is because each of the internal constituents can potentially 
be fully customized by the authors, unlike using a package of RGP-CNN where each of the 
internal components can hardly be changed (or even impossible, as in the case of cloud 
computing). As a result, the internal constituents for each of these individually customized 
CNN architectures aforementioned (Sun 2019; Li et al. 2019a; Eftekhari et al. 2019; Pires 
et al. 2019; Wu et al. 2020; Pao et al. 2020) will likewise not mentioned in this review.

Among all of the groups of authors observed since 2018, Liu et al. (2019) was among 
the few who proves that an algorithm built using self-customized CNN dedicated for a 

Fig. 10  A representation of the direct adaptation of a single RGP-CNN for general DR grading
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certain task of DR screening, can potentially outperform one that is built using an RGP-
CNN of much greater complexity. Liu et al. (2019) then further compared their invented 
algorithm against 5 RGP-CNN’s (ResNet50, ResNet101, DenseNet121, SeNet50, 
SeNet101), and using only 32 layers, it outperformed all of them, achieving an accuracy of 
93.80%. The algorithm built by Liu et al. (2019) was for General DR Detection.

Eftekhari et al. (2019) constructed two mutually distinct customized CNN architectures 
joined in series for EX detection. In contrast, Wu et al. (2020) constructed two mutually 
distinct customized CNN architectures joined concurrently to perform General DR Grad-
ing, involving two distinctively preprocessed data from a fundus image. One of the CNN 
performs General DR Detection (Normal/DR), the other performs classification on the 
severity of DR in 4 stages (Mild NPDR/Moderate MPDR/Severe NPDR/PDR). On the 
other hand, Pao et al. (2020) constructed two mutually identical customized CNN architec-
ture which are joined concurrently to perform General DR Grading using, also involving 
distinctively preprocessed data of a fundus image. Both of the CNN however are capable 
to perform General DR Grading on their own. Instead, one of the CNN worked on the 
preprocessed red channel of the fundus image, the other worked on the preprocessed blue 
channel of the fundus image. The blue channel of the fundus image were not used in their 
CNN.

Pires et al. (2019) constructed three customized CNN architecture which are all joined 
concurrently in their models, each of them is in charge of a preprocessed input image of a 
different resolution. The customized CNN architecture constructed by Sun (2019), also for 
General DR Detection, has the all data normalized between each layer. Moreover, the algo-
rithm developed by Li et al. (2019a) use a U-Net structure (Cao et al. 2018) for the feature 
extraction segment.

3.5  A review on the other minority models groups used by the entries of the new 
fundus algorithms

In this section, some of the other machine learning models that have been used for the 
detection of DR using conventional fundus photography are reviewed.

3.5.1  ANN: a tabular representation

Through observation, there was also a slight but observable increase in the annual num-
ber of articles which developed an ANN based model. Nevertheless, the number of new 
ANN algorithms has always been much fewer than that of CNN, this is because CNN by its 
fundamental structure and purpose was inherently created for analyzing graphical images 
(Lecun et al. 1998), thus they are much more suited to analyze fundus images than ANN 
which was built to analyze verbal or numerical data.

Altogether, 12 recent articles utilizing ANN models were observed during the period of 
2016–2020. Their particulars are summarized in Table 3 below.

It is worth noting that most algorithms utilizing ANN are designed to perform general 
classification of DR’s presence or severity. This is mainly because the general classification 
of DR does not require a large number of pixels to be used as inputs from the raw data. In 
such cases, the severity will mainly depend on how many inputs are with colors unusually 
differs from that of a retina.
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Table 2  Hybrid CNN architecture constructed using several mutually distinct RGP-CNN

Article Overall structure of the innovated algorithm using mutually distinct RGP-CNN’s (Aim)

Zhang 
et al. 
(2019)

InceptionV3 + Xception + InceptionResNetV2 (general DR detection)

 

Zhang 
et al. 
(2019)

ResNet50 + DenseNet169 + DenseNet201 (general DR grading)

 
Bellemo 

et al. 
(2019)

VGGNet + ResNet (general DR grading)
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Table 2  (continued)

Article Overall structure of the innovated algorithm using mutually distinct RGP-CNN’s (Aim)

Qummar 
et al. 
(2019)

ResNet50 + InceptionV3 + Xception + DenseNet121 + DenseNet169 (general DR grading)
 

Mateen 
et al. 
(2020)

VGGNet19 + ResNet50 + InceptionV3 (EX segmentation)
 

Xie et al. 
(2020)

VGGNet + ResNet + DenseNet (general DR grading)
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3.5.2  Other standalone algorithms: a tabular representation

In this section we will discuss the author groups from the year 2015 who were found using 
models other than CNN or ANN do develop their algorithm for DR detection. Table  4 
shows the list of authors who used a standalone, ML algorithm which was neither ANN 
nor CNN.

As shown in Table 4, FCM, RF and SVM were among the ML models right after CNN 
and ANN in terms of the frequency of appearance in literature.

On the other hand, in 2020, Usman and Almejalli (2020) was the first author who was 
observed innovating an algorithm using a standalone Genetic Algorithm. In that article, 
they proposed using genetic algorithms (GA) to do General DR Grading.

There were 8 entries from the New Fundus Algorithms, among seven articles (Ţălu 
et al. 2015; Banerjee and Kayal 2016; Partovi et al. 2016; Wardoyo et al. 2016; Das and 
Puhan 2017; Dutta et al. 2015; Kaur and Mittal 2018), who used conventional methods till 
2019. During the year 2015 to 2019, it is evident that the percentage of algorithms which 
deployed conventional methods generally were on decline, reaching 0 counts by the year 
2019. However, in the year 2020, Colomer et al. (2020) was the only observed group of 
authors who revived the conventional morphological method again, this time by inventing 
a morphological algorithm that can be combined with some varieties of other non-NN ML 
algorithms, such as SVM or genetic algorithm. This was said to produce hybrids that sur-
pass each of the standalone constituents.

3.5.3  Hybrid models with ML

In every year from 2015 to 2020, there were around 2 full-length journal articles per year 
that were found deploying hybrid models to develop their algorithm. In total, 13 articles 
were found altogether (Ibrahim et  al. 2015; Gharaibeh 2016; Gharaibeh and Alshorman 
2016; Zhang et al. 2017; Barkana et al. 2017; Seth and Agarwal 2018; Al-Hazaimeh et al. 
2018; Li et  al. 2019b; Jebaseeli et  al. 2019a, b; Luo et  al. 2020; Gayathri et  al. 2020; 
Bhardwaj et al. 2021) during this period. The constituents of their algorithms are as shown 
in Table 5.

During 2015–2019, as shown in Table 5, 8 of the entries (Ibrahim et al. 2015; Gharaibeh 
2016; Gharaibeh and Alshorman 2016; Barkana et al. 2017; Seth and Agarwal 2018; Li 
et al. 2019b; Jebaseeli et al. 2019a, b) used one NN-based model as one of the constituents, 
and some non-NN-based models as the other constituents. This was to compensate the var-
ious shortcomings of NN-based models, such as the sheer amount of time and computation 
needed on the ML process. There was indeed a pattern observed, among the 8 entries, on 
the choices of both their NN-based constituent and their non-NN-based constituent as time 
goes by, as shown in Table 5, where authors had begun to use CNN in place of ANN as the 
NN-based constituent (Seth and Agarwal 2018; Li et al. 2019b), and to use SVM in place 
of Fuzzy-ML as the non-NN-based constituent (Seth and Agarwal 2018; Li et al. 2019b; 
Jebaseeli et al. 2019a, b).

On the other hand, all three author groups in the year 2020 uses combinations that were 
never deployed during 2015–2019.
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3.6  The study of the New Fundus Algorithms by their designed tasks

Through due diligence of studying all the articles containing the entries of the New Fundus 
Algorithms, it was observed that most of these entries were built for one or several specifi-
cally designed tasks, classifiable into three main task groups as shown in Table 6.

In analogy with Table  1 and Fig.  6 under Sect.  2.1.3, we now present Table  7 and 
Fig. 13 showing the general distribution of all the 84 entries of the New Fundus Algorithm 
according to their designed tasks, shown in abbreviations referable to Table 6.

In Fig. 13, the areas of all regions are likewise shown directly proportional to the num-
ber of entries, similar to Fig. 6 from Sect. 2.1.3.

As it can be observed that the majority of the models are dedicated to general DR grad-
ing, Sect. 2.4.1 is presented to provide an in-depth review concerning about those works.

3.6.1  An in‑depth review of works who performed general DR grading

In 2015, Mahendran and Dhanasekaran (2015a) accomplished the DR grading through 
various parameters, each summarized from the data contained in an image, such as the 
number of pixels as well as the grey levels of the pixels. Besides, Ibrahim et  al. (2015) 
even considered Fourier spectrum of the textures, in addition to some parameters similar to 
those used by Mahendran and Dhanasekaran (2015a). On the other hand, Ţălu et al. (2015) 
solely looked at the fractals pattern obtained from a fundus image through certain algo-
rithms, which may or may not be resulted from blood vessels. In such a case, the grading 
made will depend on how much the fractal patterns truly resemble blood vessels instead of 
other diseased tissues.

Fig. 11  The algorithm developed by Zeng et al. (2019) for General DR Detection using two mutually iden-
tical CNN architecture

Fig. 12  The CNN architecture developed by Shankar et al. (2020a) for general DR grading
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In 2016, Gharaibeh and Alshorman (2016) separates the optical disk and blood vessels 
in their process of general DR grading.

In 2017, Xu et al. (2017) deployed a CNN which works on 3 input images of 224 × 224, 
such 3 input images were obtained from the raw image using different preprocessing tech-
niques. Quellec et  al. (2017) and Raju et  al. (Raju et  al. 2017) deployed a CNN which 
works on 1 input images of 448 × 448. These three CNN networks deployed in Xu et al. 
(2017), Quellec et al. (2017) and Raju et al. (2017) were given very detailed descriptions. 
As a comparison, the CNN deployed in Xu et  al. (2017) contains 8 convolution layers, 
the CNN deployed in Raju et al. (2017) contains 11 convolution layers, whereas the CNN 
deployed in Quellec et  al. (2017) contains 13 convolution layers. Moreover, the CNN 
deployed in Xu et  al. (2017) deploys 2 × 2 max pooling, whereas the CNN deployed in 
Quellec et al. (2017) and Raju et al. (2017) deployed 3 × 3 max pooling.

Meanwhile in 2017, Al-Jarrah and Shatnawi (2017) deployed a conventional ANN 
which various parameters, such as the area of exudates and hemorrhages. Abbas et  al. 
(Abbas et al. 2017) also deployed conventional ANN, however the structure of their inputs 
were not clearly mentioned in Abbas et al. (2017). Based on the common practice of con-
ventional ANN, it can be expected that Abbas et al. (2017) could have deployed similar 
methods like Al-Jarrah and Shatnawi (2017) or Mahendran and Dhanasekaran (2015a) to 
obtain the appropriate input.

In 2018, Mansour (2018) feed 512 × 512 images as inputs into his CNN. As a trade-off 
due to the larger image size, his CNN consists of 5 convolution layers, less than that of 
Xu et  al. (2017), Quellec et  al. (2017) and Raju et  al. (2017). Seth and Agarwal (2018) 
deployed a hybrid of CNN and SVM, which also worked on 512 × 512 images as the input. 
In particular, Seth and Agarwal (2018) trained their model on various orientations of a 
given image, such as mirror and rotations.

Meanwhile in 2018, Hemanth et al. (2018) used 6 types of textural features (mean, vari-
ance, standard deviation, contrast, entropy and energy) as inputs of his neural network-
based algorithm. Such methodology is deemed similar to that deployed by Mahendran and 
Dhanasekaran (2015a) did in 2015.

Table 3  List of observed works 
since 2015 on innovation on 
automated DR detection using 
purely ANN

Year Article Designed tasks (abbre-
viation’s meanings refer to 
Table 1)

2017 Al-Jarrah and Shatnawi (2017) G, EX and HM
Abbas et al. (2017) G only

2018 Randive et al. (2018) G only
Ramachandran et al. (2018) G only

2019 Son et al. (2019) CWS, EX and HM
Gulshan et al. (2019) ME and G
Nazir et al. (2019) G only
Nair and Muthuvel (2019) RVN

2020 Ali et al. (2020) G only
Derwin et al. (2020a) MA only
Jadhav et al. (2020) G only
Shankar et al. (2020b) G only
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In 2019, RGP-CNN had become the norm for general DR grading. Such ML process are 
usually done on external server platform, such as Google Colab, and are likewise trained 
from ground zero without human intervention. Among the vast varieties of RGP-CNN 
used are InceptionV3 (Gao et al. 2018; Sahlsten et al. 2019; Zeng et al. 2019) and VGGNet 
(Bellemo et al. 2019). On the other hand, Saleh et al. (2018) used a unique ML algoritm, 
whereas Randive et al. (2018) deployed a proprietary software (MATLAB) and hence the 
detail of their structure remains unknown.

In 2020, the choices of model once again shifted from RGP-CNN to self-customized 
CNN structure. For instance, Wu et al. (2020) deployed two customized CNN networks, 
once worked on 256 × 256 preprocessed image as its input, the other worked on 512 × 512 
preprocessed image as its input. On the other hand, Gayathri et al. (2020) deployed a cus-
tomized CNN networks which worked on 227 × 227 preprocessed image.

Moreover, Shaban et  al. (2020) deployed a customized CNN with increasingly many 
numbers of filters as the computation progresses. Pao at el. (2020) deployed a customized 
CNN with 2 channels, one accepted the red channel of the input image, the other accept 
the green channel of the input image. Shankar et al. (2020a) also deployed a customized 
CNN where all 3 channels (Red, Green, Blue) were used. Torre et al. (2020) deployed a 
dedicated CNN which accepts 3 × 640 × 640 input images. Shah et al. (2020) deployed a 
simplistic CNN with only two convolutional layers. Zago et  al. (2020) deployed a CNN 
with 5 convolution layers which accepts 3 × 65 × 65 images.

Moreover, Jadhav et al. (2020) devised their unique method of general DR grading. In 
such grading, the blood vessels are first separated by a grey level threshold, leaving the 
other features to have their entropy (e.g. variance) measured. Luo et al. (2020), deployed 
a unique Self-supervised Fuzzy Clustering Network. Ali et al. (2020) customized a totally 
unique grading method in which they provided a detailed flowchart for their unique model. 
In addition, Bhardwaj et al. (2021).

There remain some authors in 2020 who still used RGP-CNN. For example, Shankar 
et al. (2020a) deployed InceptionV4 in their model for general DR grading. Samanta et al. 

Table 5  The 13 entries from New Fundus Algorithms belonging to Hybrid ML, alongside with their 
respective constituent models

Year Source article of the entry Constituent models of the entry

CNN ANN Fuzzy SVM RF Other ML Genetic

2015 Ibrahim et al. (2015) ✓ ✓
2016 Gharaibeh (2016) ✓ ✓

Gharaibeh and Alshorman (2016) ✓ ✓
2017 Zhang et al. (2017) ✓ ✓

Barkana et al. (2017) ✓ ✓ ✓
2018 Seth and Agarwal (2018) ✓ ✓

Al-Hazaimeh et al. (2018) ✓ ✓
2019 Li et al. (2019b) ✓ ✓

Jebaseeli et al. (2019a) ✓ ✓
Jebaseeli et al. (2019b) ✓ ✓

2020 Luo et al. (2020) ✓ ✓
Gayathri et al. (2020) ✓ ✓
Bhardwaj et al. (2021) ✓ ✓
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(2020) deployed Densenet121. Xie et al. (2020) deployed VGGNet, ResNet and Densenet 
in their model.

In most articles observed which deployed preprocessing, such preprocessing was often 
done by nullifying the local color and luminosity, thus exposing all the textures at the same 
grey tone. However, the details of such formulations were not mentioned.

3.7  Study of the New Fundus Algorithms by their datasets used in the ML process

It is worth noting that the development of an ML algorithm necessitates training and test-
ing with real life datasets. Hence, during the period of 2015–2018, most entries among the 
New Fundus Algorithms were observed to use one particular publicly available dataset, 
though there is nevertheless a drastic increase in the average size of the dataset used, as 
more and more of the authors chose to use Kaggle-EyePACS dataset (https:// www. kaggle. 
com/c/ diabe tic- retin opathy- detec tion/ dat), the largest dataset available publicly even as of 
2020.

In 2019, there was observed an increase in the number of entries who solely rely on 
actual clinical data, rather than the publicly available datasets. In 2020, the Covid-19 
pandemic was deemed to have severely hindered the procedure of obtaining clinical data 
through various medical institutions. Nevertheless, despite the Covid-19 pandemic, 13 
entries among the New Fundus Algorithms were actually published just during the first 
8 months 2020. 5 of those 13 entries even used multiple collection of datasets (instead of 
relying on a single dataset) obtained through various independent websites, to make the 
best out of what is available during the Covid-19 pandemic.

Just like the Euler diagrams in Figs. 6 and 13, we would like to provide similar illustra-
tion on how the authors picked their datasets. Due to the immense complexity involved, 
even an Euler diagram proves impractical for this case.

Thus, we will solely present Table 8 which shows the list of the most used datasets by 
the New Fundus Algorithms. Some of the most used datasets include Kaggle-EyePACS 
and Messidor. Also in Table 8, we also included references (Huang et al. 2017; Cao et al. 
2018) in which the authors had done their comparative studies on several existing RGP-
CNN architectures. It is worth noting that a single algorithm may had been tested on multi-
ple datasets. In addition, there are two articles (Abbas et al. 2017; Chowdhury et al. 2019) 

Fig. 13  An Euler diagram 
showing the distribution of all 
the 84 entries of the new fundus 
algorithm according to their 
designed tasks

https://www.kaggle.com/c/diabetic-retinopathy-detection/dat
https://www.kaggle.com/c/diabetic-retinopathy-detection/dat
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which only mentioned that “various publicly available datasets” were used, without pin-
pointing which datasets they used, whether partly or entirely. There are also another three 
articles observed (Ţălu et al. 2015; Wardoyo et al. 2016; Wu et al. 2020) where no descrip-
tions were given by these authors on their choices of datasets.

It is worth reminding that the three articles (Mahendran and Dhanasekaran 2015a, b; 
Seth and Agarwal 2018) each contributed to two entries among the New Fundus Algo-
rithms, whereas in Huang et al. (2017) and Cao et al. (2018) the authors merely did com-
parative studies on the existing algorithms instead of innovating new one(s) of their own.

Thus, it is observed that more and more research teams resorted to use larger data-
sets, such as Kaggle-EyePACS with 88,704 samples, as computing speed progressed. The 
deployments of clinical datasets were also on the rise till 2019, for which 2020 marks a 
very difficult year to obtain such non-public datasets due to the Covid-19 pandemic.

3.8  A presentation of all the observed comparative studies performed by all 
the authors who innovates entries from the New Fundus Algorithms

As the entries of the New Fundus Algorithms were constructed, numerous comparative 
studies were done by the authors against some previous models, which was presented in 
Table 9. It is worth noting that for all such cases presented in Table 9, each source article 
yields exactly one New Fundus Algorithm.

For each New Fundus Algorithm, their claimed performances are as presented in 
Table  10. Due to the limitation of scope, the performances among the competitors of a 
given New Fundus Algorithm are presented as a range. Unless mentioned otherwise in 
Table 10, the percentage represents accuracies, calculated by the formula:

Hence, based on the comparative studies done across all the relevant articles, CNN was 
deemed to be the best overall performing models for DR detection through fundus images. 
This is consistent with the very nature of CNN which directly deal with pixels on an image, 
rather than relying on the numerical data which are themselves only representatives from 
the raw data.

On a quantitative perspective, however, it is worth noting that the quantitative compari-
sons of accuracy is only applicable to all the models involved within one single article. 
For example, the New Fundus Algorithm proposed in Al-Hazaimeh et  al. (2018), which 
yielded an accuracy of 98.4%, is deemed better than all the competitor tested by the same 
authors within (Al-Hazaimeh et al. 2018) itself, which yielded accuracies ranges in 89.6% 
to 97.6%. Still, it cannot be concluded that the New Fundus Algorithm proposed in Al-
Hazaimeh et al. (2018), which yielded an accuracy of 98.4%, is better than the New Fundus 
Algorithm proposed in Liu et al. (2019), which yielded an accuracy of 90.84% by a dif-
ferent team of authors. This is because there remain many degrees of freedom involved. 
such as the duration of the machine learning process, the size of the dataset used, and the 
amount of computational resource available (e.g., computer hardware). Such parameters 
may differ significantly among different authors. Moreover, on all articles observed, there 
remains a great deal of detail of computations which are not given by the authors, such as 
the exact preprocessing formula.

Accuracy =
True Positive + TrueNegative

All Positive + AllNegative
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4  A brief review on some other developmental progress related 
to automated fundus based DR detection

4.1  Some recently commercialized applications for fundus‑based automated DR 
detections

In addition to the 81 articles which produced 84 distinctive New Fundus Algorithms. 
Another 5 articles (Rajalakshmi et al. 2018; Natarajan et al. 2019; He et al. 2019; Rogers 
et al. 2021; Wang et al. 2020) gives elaborations on the recently commercialized applica-
tions by the authors of those journals, which in turn are prominent staffs of their respective 
companies. An overview is provided in Table 11 below.

In particular, the authors of Rajalakshmi et al. (2018) had actually compared the results 
given by their algorithms with that of actual medical experts. Subsequently, their automatic 
DR performance is concluded to be at least on par with the manual grading by those medi-
cal experts.

In Natarajan et al. (2019) the performance of an AI was examined in actual context. The 
AI algorithm was designed to performs on a mobile device (with the application installed) 
attached to a fundus camera. It is also worth mentioning that most countries in the world 
do not approve apps ran on mobile devices for medical use.

The authors of He et al. (2019) only mentioned that they used a “deep learning algo-
rithm”, however the internal mechanism of the algorithm was not discussed. It is however 
deemed likely to be CNN by this review article. Based on their testing, the authors in He 
et al. (2019) had thus concluded that it is now feasible to deploy AI for DR in China.

4.2  Some recently developed standalone add‑ons to improve existing ML‑based 
algorithms for fundus‑based automated DR detections

There are altogether 4 articles (Gupta et  al. 2017; Nilashi et  al. 2019; Gadekallu et  al. 
2020a, b) found to have worked on developing standalone add-one to further enhance pre-
existing ML based algorithms.

In Gupta et al. (2017), an extension is recommended to several existing MF-based algo-
rithms. Such extension works by dividing the fundus images into several segments. Thus, 
when coupled with an algorithm that can only detects the presence/absence of diseased tis-
sue but cannot pinpoint the location (e.g. G, G2, G3, G4, G5), such patching can somewhat 
help in pointing out the location of such diseased tissue.

In Nilashi et al. (2019) and Gadekallu et al. (2020a) The datasets consist of lists of 20 
attributes derived from MASSIDOR, thus no images were involved. Instead, the add-on 
works in improving the efficiency of internal computations undertaken by some ML-based 
algorithms.

In Gadekallu et al. (2020b), another add-on of computations as also introduced in which, 
combined with some existing NN based algorithms (ANN, CNN, Other-NN) claimed to be 
able to increase their accuracies even further.



 G. Selvachandran et al.

1 3

Ta
bl

e 
8 

 T
he

 su
m

m
ar

y 
of

 th
e 

da
ta

se
ts

 u
se

d 
by

 th
e 

N
ew

 F
un

du
s A

lg
or

ith
m

s

D
at

as
et

s n
um

be
r o

f 
sa

m
pl

es
)

Ye
ar

20
15

20
16

20
17

20
18

20
19

20
20

Pu
bl

ic
ly

 av
ai

la
bl

e 
da

ta
se

ts
K

ag
gl

e-
Ey

eP
A

C
S 

(8
8,

70
4)

–
G

ul
sh

an
 e

t a
l. 

(2
01

6)
*

Q
ue

lle
c 

et
 a

l. 
(2

01
7;

 
R

aj
u 

et
 a

l. 
(2

01
7)

 X
u 

et
 a

l. 
(2

01
7)

*

M
an

so
ur

 (2
01

8)
 (S

et
h 

an
d 

A
ga

rw
al

 (2
01

8)
 

H
ua

ng
 e

t a
l. 

(2
01

7)
*

(P
ire

s e
t a

l. 
20

19
; 

N
az

ir 
et

 a
l. 

20
19

; L
i 

et
 a

l. 
20

19
b)

 (Q
um

-
m

ar
 e

t a
l. 

20
19

; 
Ze

ng
 e

t a
l. 

20
19

)*

(P
ao

 e
t a

l. 
20

20
; T

or
re

 
et

 a
l. 

20
20

; Z
ag

o 
et

 a
l. 

20
20

; A
yh

an
 e

t a
l. 

20
20

) (
Sh

ab
an

 e
t a

l. 
20

20
; S

riv
as

ta
va

 a
nd

 
Pu

rw
ar

 2
02

0;
 S

am
an

ta
 

et
 a

l. 
20

20
; G

ay
at

hr
i 

et
 a

l. 
20

20
)*

M
es

si
do

r (
12

00
)

(M
ah

en
dr

an
 a

nd
 D

ha
-

na
se

ka
ra

n 
20

15
a)

(G
ha

ra
ib

eh
 2

01
6)

(D
ut

ta
 e

t a
l. 

20
15

)
(K

au
r a

nd
 M

itt
al

 2
01

8;
 

R
am

ac
ha

nd
ra

n 
et

 a
l. 

20
18

)

(G
on

za
le

z-
G

on
za

lo
 

et
 a

l. 
20

20
)

(S
ha

h 
et

 a
l. 

20
20

; 
Sh

an
ka

r e
t a

l. 
20

20
a,

 
20

20
b;

 A
li 

et
 a

l. 
20

20
; 

Ja
dh

av
 e

t a
l. 

20
20

; 
U

sm
an

 a
nd

 A
lm

ej
al

li 
20

20
; L

uo
 e

t a
l. 

20
20

; 
G

ay
at

hr
i e

t a
l. 

20
20

; 
B

ha
rd

w
aj

 e
t a

l. 
20

21
)

M
es

si
do

r-2
 (1

74
8)

(A
br

àm
off

 e
t a

l. 
20

16
; 

G
ul

sh
an

 e
t a

l. 
20

16
)

–
–

–
–

To
rr

e 
et

 a
l. 

20
20

)

D
ia

re
tD

B
0 

(2
00

)
–

(B
an

er
je

e 
an

d 
K

ay
al

 
20

16
)

–
–

(P
ra

th
ee

ba
 a

nd
 S

in
gh

 
20

19
)

(Z
ag

o 
et

 a
l. 

20
20

)

D
ia

re
tD

B
1 

(8
9)

–
(B

an
er

je
e 

an
d 

K
ay

al
 

20
16

; A
ky

ol
 e

t a
l. 

20
16

)

(D
as

 a
nd

 P
uh

an
 

20
17

; A
l-J

ar
ra

h 
an

d 
Sh

at
na

w
i 2

01
7)

(K
au

r a
nd

 M
itt

al
 

20
18

; R
an

di
ve

 e
t a

l. 
20

18
; A

l-H
az

ai
m

eh
 

et
 a

l. 
20

18
; C

ao
 

et
 a

l. 
20

18
)

–
(C

ol
om

er
 e

t a
l. 

20
20

; 
U

sm
an

 a
nd

 A
lm

ej
al

li 
20

20
; L

uo
 e

t a
l. 

20
20

)



Developments in the detection of diabetic retinopathy: a…

1 3

Ta
bl

e 
8 

 (c
on

tin
ue

d)

D
at

as
et

s n
um

be
r o

f 
sa

m
pl

es
)

Ye
ar

20
15

20
16

20
17

20
18

20
19

20
20

ST
A

R
E 

(4
00

)
–

(G
ha

ra
ib

eh
 a

nd
 

A
ls

ho
rm

an
 2

01
6)

–
(K

au
r a

nd
 M

itt
al

 
20

18
)

(L
iu

 e
t a

l. 
20

19
; 

H
em

an
th

 e
t a

l. 
20

19
; 

N
az

ir 
et

 a
l. 

20
19

; 
N

ai
r a

nd
 M

ut
hu

ve
l 

20
19

; M
em

ar
i e

t a
l. 

20
19

; J
eb

as
ee

li 
et

 a
l. 

20
19

a,
 2

01
9b

)

–

D
R

IV
E 

(4
0)

–
(G

ha
ra

ib
eh

 a
nd

 
A

ls
ho

rm
an

 2
01

6)
(D

ut
ta

 e
t a

l. 
20

15
; T

an
 

et
 a

l. 
20

17
b;

 Ja
vi

di
 

et
 a

l. 
20

17
; Z

ha
ng

 
et

 a
l. 

20
17

; B
ar

ka
na

 
et

 a
l. 

20
17

)

–
(N

az
ir 

et
 a

l. 
20

19
; 

N
ai

r a
nd

 M
ut

hu
ve

l 
20

19
; M

em
ar

i e
t a

l. 
20

19
; J

eb
as

ee
li 

et
 a

l. 
20

19
a,

 2
01

9b
)

(L
uo

 e
t a

l. 
20

20
)

ID
R

iD
 (8

2)
–

–
–

–
–

(Z
ag

o 
et

 a
l. 

20
20

; Q
ia

o 
et

 a
l. 

20
20

; A
yh

an
 

et
 a

l. 
20

20
) (

G
ay

at
hr

i 
et

 a
l. 

20
20

)*
H

R
F 

(4
5)

–
–

(J
eb

as
ee

li 
et

 a
l. 

20
19

a,
 

20
19

b)
 (N

ai
r a

nd
 

M
ut

hu
ve

l 2
01

9)
*

(S
riv

as
ta

va
 a

nd
 P

ur
w

ar
 

20
20

; A
li 

et
 a

l. 
20

20
; 

Ja
dh

av
 e

t a
l. 

20
20

)
O

th
er

s
–

–
(D

as
 a

nd
 P

uh
an

 2
01

7;
 

Ta
n 

et
 a

l. 
20

17
a)

(R
am

ac
ha

nd
ra

n 
et

 a
l. 

20
18

; C
ao

 e
t a

l. 
20

18
)

(G
ao

 e
t a

l. 
20

18
; 

Ef
te

kh
ar

i e
t a

l. 
20

19
; N

az
ir 

et
 a

l. 
20

19
; M

em
ar

i e
t a

l. 
20

19
; J

eb
as

ee
li 

et
 a

l. 
20

19
a,

 2
01

9b
)

(M
at

ee
n 

et
 a

l. 
20

20
; 

Za
go

 e
t a

l. 
20

20
; 

D
er

w
in

 e
t a

l. 
20

20
a,

 
20

20
b)



 G. Selvachandran et al.

1 3

Ta
bl

e 
8 

 (c
on

tin
ue

d)

D
at

as
et

s n
um

be
r o

f 
sa

m
pl

es
)

Ye
ar

20
15

20
16

20
17

20
18

20
19

20
20

C
lin

ic
al

 d
at

as
et

s
(M

ah
en

dr
an

 a
nd

 D
ha

-
na

se
ka

ra
n 

20
15

b;
 

Ib
ra

hi
m

 e
t a

l. 
20

15
)

(P
ar

to
vi

 e
t a

l. 
20

16
; 

Pr
en

ta
ši

ć 
an

d 
Lo

nč
ar

ić
 2

01
6;

 
G

ul
sh

an
 e

t a
l. 

20
16

)

(T
in

g 
et

 a
l. 

20
17

)
(B

ro
w

n 
et

 a
l. 

20
18

; 
H

em
an

th
 e

t a
l. 

20
18

; 
Sa

le
h 

et
 a

l. 
20

18
)

(G
on

za
le

z-
G

on
za

lo
 

et
 a

l. 
20

20
; S

ah
lst

en
 

et
 a

l. 
20

19
; S

un
 

20
19

; Z
ha

ng
 e

t a
l. 

20
19

; L
i e

t a
l. 

20
19

a;
 B

el
le

m
o 

et
 a

l. 
20

19
; S

on
 e

t a
l. 

20
19

; G
ul

sh
an

 e
t a

l. 
20

19
)

(S
ha

h 
et

 a
l. 

20
20

; X
ie

 
et

 a
l. 

20
20

; A
yh

an
 

et
 a

l. 
20

20
)

C
ita

tio
n 

co
lle

ct
io

ns
 m

ar
ke

d 
w

ith
 a

n 
as

te
ris

k 
(*

) m
ea

ns
 o

nl
y 

a 
po

rti
on

 o
f t

he
 d

at
as

et
 w

as
 u

se
d 

by
 th

e 
en

tri
es

 in
 th

os
e 

ar
tic

le
s.



Developments in the detection of diabetic retinopathy: a…

1 3

Ta
bl

e 
9 

 L
ist

 o
f N

ew
 F

un
du

s A
lg

or
ith

m
s w

he
re

 c
om

pa
ra

tiv
e 

stu
di

es
 h

av
e 

pe
rfo

rm
ed

, t
og

et
he

r w
ith

 th
ei

r t
yp

e 
of

 m
od

el
s

Ye
ar

So
ur

ce
 a

rti
cl

e
M

od
el

 
gr

ou
p 

of
 th

e 
en

try

Pa
rti

cu
la

rs
 o

f t
he

 in
no

va
te

d 
m

od
el

(s
)

Pr
ev

io
us

 m
od

el
(s

) c
om

pa
re

d 
ag

ai
ns

t

20
16

A
ky

ol
 e

t a
l. 

(2
01

6)
Pu

re
 R

F
R

F
A

N
N

D
ec

is
io

n 
tre

e
G

ha
ra

ib
eh

 a
nd

 A
ls

ho
rm

an
 (2

01
6)

H
yb

rid
 M

L
A

N
N

 +
 F

uz
zy

 o
pe

ra
tin

g 
sy

ste
m

SV
M

PN
N

FC
M

20
17

X
u 

et
 a

l. 
(2

01
7)

Pu
re

 C
N

N
C

N
N

 o
f s

el
f-

de
si

gn
ed

 st
ru

ct
ur

e
G

ra
di

en
t B

oo
sti

ng
 M

ac
hi

ne
B

ar
ka

na
 e

t a
l. 

(2
01

7)
H

yb
rid

 M
L

Ty
pe

 1
 F

IS
 +

 A
N

N
 +

 SV
M

Ty
pe

 1
 F

IS
A

N
N

SV
M

20
18

A
l-H

az
ai

m
eh

 e
t a

l. 
(2

01
8)

H
yb

rid
 M

L
SV

M
 +

 ge
ne

tic
 a

lg
or

ith
m

SV
M

PN
N



 G. Selvachandran et al.

1 3

Ta
bl

e 
9 

 (c
on

tin
ue

d)

Ye
ar

So
ur

ce
 a

rti
cl

e
M

od
el

 
gr

ou
p 

of
 th

e 
en

try

Pa
rti

cu
la

rs
 o

f t
he

 in
no

va
te

d 
m

od
el

(s
)

Pr
ev

io
us

 m
od

el
(s

) c
om

pa
re

d 
ag

ai
ns

t

20
19

Li
u 

et
 a

l. 
(2

01
9)

Pu
re

 C
N

N
C

N
N

 w
ith

 w
ei

gh
te

d 
pa

th
Re

sN
et

D
en

se
N

et
Se

N
et

Su
n 

(2
01

9)
Pu

re
 C

N
N

C
N

N
 th

at
 is

 b
at

ch
 n

or
m

al
iz

ed
M

ul
ti 

la
ye

r p
er

ce
pt

ro
n

Lo
gi

sti
c 

re
gr

es
si

on

Zh
an

g 
et

 a
l. 

(2
01

9)
Pu

re
 C

N
N

C
N

N
 in

co
rp

or
at

in
g 

In
ce

pt
io

n +
 X

ce
pt

io
n +

 an
ot

he
r h

yb
rid

 (I
nc

ep
-

tio
n +

 R
es

N
et

)
In

ce
pt

io
n

X
ce

pt
io

n
H

yb
rid

(I
nc

ep
tio

n +
 R

es
N

et
)

Re
sN

et
D

en
se

N
et

Li
 e

t a
l. 

(2
01

9a
)

Pu
re

 C
N

N
C

N
N

 o
f U

-N
et

 S
tru

ct
ur

e
C

N
N

 (t
ra

di
tio

na
l m

od
el

)
C

N
N

 (f
ul

ly
 c

on
vo

lu
tio

na
l)

U
-N

et

Pi
re

s e
t a

l. 
(2

01
9)

Pu
re

 C
N

N
C

N
N

 w
ith

 3
-c

ha
nn

el
 fo

r 3
 d

iff
er

en
t r

es
ol

ut
io

ns
Th

e 
str

uc
tu

re
 u

se
d 

by
 o

_O
 te

am
 

w
ho

 o
bt

ai
ne

d 
 2nd

 in
 th

e 
co

m
pe

ti-
tio

n 
by

 K
ag

gl
e

Ze
ng

 e
t a

l. 
(2

01
9)

Pu
re

 C
N

N
C

N
N

 in
co

rp
or

at
in

g 
th

e 
str

uc
tu

re
 o

f I
nc

ep
tio

nV
3,

 B
in

oc
ul

ar
 S

ia
m

es
e-

lik
e

Th
e 

str
uc

tu
re

 u
se

d 
by

 o
_O

 te
am

 
w

ho
 o

bt
ai

ne
d 

 2nd
 in

 th
e 

co
m

pe
ti-

tio
n 

by
 K

ag
gl

e

C
ho

w
dh

ur
y 

et
 a

l. 
(2

01
9)

Pu
re

 R
F

R
F

N
ai

ve
 B

ay
es

 c
la

ss
ifi

er
s

Li
 e

t a
l. 

(2
01

9b
)

H
yb

rid
 M

L
C

N
N

 +
 SV

M
R

an
do

m
 fo

re
st



Developments in the detection of diabetic retinopathy: a…

1 3

Ta
bl

e 
9 

 (c
on

tin
ue

d)

Ye
ar

So
ur

ce
 a

rti
cl

e
M

od
el

 
gr

ou
p 

of
 th

e 
en

try

Pa
rti

cu
la

rs
 o

f t
he

 in
no

va
te

d 
m

od
el

(s
)

Pr
ev

io
us

 m
od

el
(s

) c
om

pa
re

d 
ag

ai
ns

t

20
20

M
at

ee
n 

et
 a

l. 
(2

02
0)

Pu
re

 C
N

N
C

N
N

 in
co

rp
or

at
in

g 
In

ce
pt

io
n +

 R
es

ne
t +

 V
G

G
In

ce
pt

io
n

Re
sN

et
V

G
G

Sr
iv

as
ta

va
 a

nd
 P

ur
w

ar
 (2

02
0)

Pu
re

 C
N

N
C

N
N

 o
f s

el
f-

de
si

gn
ed

 st
ru

ct
ur

e
G

oo
gl

eN
et

Ja
dh

av
 e

t a
l. 

(2
02

0)
Pu

re
 A

N
N

A
N

N
 w

ith
 m

od
ifi

ed
 le

vy
 u

pd
at

ed
-d

ra
go

nfl
y 

al
go

rit
hm

-n
eu

ra
l n

et
w

or
k 

(M
LU

D
A

-N
N

)
SV

M
 +

 K
N

N
SV

M
A

N
N

Sh
an

ka
r e

t a
l. 

(2
02

0b
)

Pu
re

 A
N

N
A

N
N

 w
ith

 e
xt

en
si

on
: I

nc
ep

tio
n +

 M
LP

M
-A

le
xN

et
A

le
xN

et
Vg

gN
et

-s
Vg

gN
et

-1
6

Vg
gN

et
-1

9
G

oo
gl

eN
et

Re
sN

et

Lu
o 

et
 a

l. 
(2

02
0)

H
yb

rid
 M

L
C

N
N

 +
 fu

zz
y 

c-
m

ea
ns

k-
m

ea
ns

 c
lu

ste
rin

g
hi

er
ar

ch
ic

al
 c

lu
ste

rin
g

fu
zz

y 
c-

m
ea

ns



 G. Selvachandran et al.

1 3

Ta
bl

e 
10

  
Li

st 
of

 N
ew

 F
un

du
s A

lg
or

ith
m

s w
he

re
 c

om
pa

ra
tiv

e 
stu

di
es

 h
av

e 
pe

rfo
rm

ed
, t

og
et

he
r w

ith
 th

ei
r c

la
im

ed
 p

er
fo

rm
an

ce
s

Ye
ar

So
ur

ce
 a

rti
cl

e
C

la
im

ed
 a

cc
ur

ac
ie

s (
un

le
ss

 m
en

tio
ne

d 
ot

he
rw

is
e)

 o
f t

he
 

in
no

va
te

d 
N

ew
 F

un
du

s A
lg

or
ith

m
C

la
im

ed
 a

cc
ur

ac
ie

s (
un

le
ss

 m
en

tio
ne

d 
ot

he
rw

is
e)

 ra
ng

es
 a

m
on

g 
al

l t
he

 c
om

pe
ti-

to
rs

20
16

A
ky

ol
 e

t a
l. 

(2
01

6)
3 

da
ta

se
ts

,
92

.9
8%

85
.9

6%
87

.5
0%

3 
da

ta
se

ts
,

80
.7

0–
85

.9
6%

78
.9

4–
85

.9
6%

69
.6

4–
78

.5
7%

G
ha

ra
ib

eh
 a

nd
 A

ls
ho

rm
an

 (2
01

6)
99

%
89

.6
–9

7.
6%

20
17

X
u 

et
 a

l. 
(2

01
7)

91
.5

%
 w

ith
ou

t d
at

a 
au

gm
en

ta
tio

n
94

.5
%

 w
ith

 d
at

a 
au

gm
en

ta
tio

n
79

.1
–8

9.
4%

B
ar

ka
na

 e
t a

l. 
(2

01
7)

94
.0

1–
96

.8
6%

89
.6

6–
96

.4
%

20
18

A
l-H

az
ai

m
eh

 e
t a

l. 
(2

01
8)

98
.4

%
89

.6
–9

7.
6%

20
19

Li
u 

et
 a

l. 
(2

01
9)

90
.8

4%
81

.6
8–

85
.5

0%
Su

n 
(2

01
9)

99
.8

5%
96

.8
57

–9
7.

57
%

Zh
an

g 
et

 a
l. 

(2
01

9)
95

.4
6–

96
.5

0%
92

.0
9–

94
.9

4%
Li

 e
t a

l. 
(2

01
9a

)
C

R
 in

de
x:

 0
.7

00
–0

.7
12

C
R

 in
de

x:
 0

.5
52

–0
.6

83
Pi

re
s e

t a
l. 

(2
01

9)
A

U
C

: 9
8.

2%
A

U
C

: 9
7.

9%
Ze

ng
 e

t a
l. 

(2
01

9)
K

ap
pa

 sc
or

e:
 0

.8
29

K
ap

pa
 sc

or
e:

 0
.8

00
C

ho
w

dh
ur

y 
et

 a
l. 

(2
01

9)
93

.5
8%

83
.6

4%
Li

 e
t a

l. 
(2

01
9b

)
86

.1
7%

86
.0

1%
20

20
M

at
ee

n 
et

 a
l. 

(2
02

0)
98

.4
3%

93
.6

7–
97

.8
0%

Sr
iv

as
ta

va
 a

nd
 P

ur
w

ar
 (2

02
0)

2 
da

ta
se

ts
,

Pr
ec

is
io

n:
 1

00
.0

0%
, 9

5.
16

%
2 

da
ta

se
ts

,
Pr

ec
is

io
n:

 8
6.

29
%

, 9
5.

16
%

Ja
dh

av
 e

t a
l. 

(2
02

0)
93

.3
3%

79
.5

5–
90

.0
0%

Sh
an

ka
r e

t a
l. 

(2
02

0b
)

99
.4

9%
89

.7
5–

93
.7

3%
Lu

o 
et

 a
l. 

(2
02

0)
97

%
82

–9
0%



Developments in the detection of diabetic retinopathy: a…

1 3

5  Recent development on the automated detection of DR using OCTA 
(optical coherence tomography angiography) images

OCTA (Optical Coherence Tomography Angiography) is a newly developed retinal scan-
ning technology that can extract much more information of the retina as compared to 
conventional fundus images. In particular, OCTA is capable of resolving even the tiniest 
retinal blood vessels, causing all MA to show up with much more clarity, as compared to 
a conventional fundus image. However, up until the end of 2020, almost all the research 
done on automated DR detection has remain focused only on utilizing conventional fundus 
images, and all DR detection algorithms created for OCTA were only at very primitive 
stages of development. As technology advances, it is expected that the use of OCTA will 
soon replace that of conventional fundus imaging. Therefore, it is crucial to develop new 
algorithms that are able to utilize this frontier technology to enable early detection of DR, 
especially at the very early stage where only MA is often present.

There are altogether 13 articles (Srinivasan et al. 2014; Carlo et al. 2015; Sandhu et al. 
2018a, b, 2020; Guo et  al. 2019; Lee et  al. 2019; Cano et  al. 2020; Heisler et  al. 2020; 
Zahran et al. 2020; Abdelsalam 2020; Le et al. 2020; Wang et al. 2017), each of them was 
found to have proposed some new algorithms that works on interpreting OCTA images to a 
certain extent. Thus, throughout all the 13 aforementioned articles, there are altogether 13 
algorithms. These 13 algorithms shall therefore be collectively referred as the new OCTA 
algorithms throughout the remaining passages of this article.

Both the constituent model groups and the designed tasks, among all entries of the new 
OCTA algorithms, are thus summarized in Tables  12 and 13. In particular, most of the 
entries designed for G (from Sandhu et  al. 2018a, b, 2020; Guo et  al. 2019; Cano et  al. 
2020; Heisler et al. 2020; Zahran et al. 2020; Abdelsalam 2020; Le et al. 2020) are claimed 
to be capable of distinguishing the following 3 different categories of DR severity, namely.

 (i) Normal.
 (ii) Diabetic without DR (a feature that is detectable only by OCTA imaging).
 (iii) DR.

Moreover, all the datasets involved in training and testing the new OCTA algorithms are 
obtained clinically and therefore not publicly available.

Table 14 is presented to show the sizes of the clinical datasets obtained for training and 
testing all the new OCTA algorithms. Although the number of samples may seem like only 
a few, the OCTA image of a single eye already carries a tremendous amount of information 
showing every intricate detail of the blood vessels and other type of tissue.

6  Conclusion

Due to the exponential growth in numbers of predicted future diabetes mellitus patients 
and inadvertently the victims subject to DR, the number of ophthalmologists worldwide 
may not be able to match regulatory screening demands. A safe clinically available auto-
mated detection algorithm has been a strongly sought-after option in tackling the problem.

It was found that most entries from the New Fundus Algorithms, including those 
deploying the advanced ML models, still work on the principal of maximum likelihood. 
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Therefore, they can only detect the disease when it is at an advanced stage. Those entries 
from the New Fundus Algorithms that use ML algorithms (including those using deep 
learning algorithms) only look at the degree of brightness to detect the optical disc and 
exudates in the retina based on the common assumption that the brightest area in the retina 
must be the optical disc. Therefore, most systems are not even able to detect the optical 
disc correctly. This hampers the ability of the system to do early detection which is perti-
nent to prevent vision loss.

It was also found that most entries from New Fundus Algorithms, even those designed 
to pinpoint diseased or healthy tissues (e.g., EX and HM), can only work with images with 
fixed and very low pixel count of length and width. For example, even algorithms designed 
to “pinpoint” exudates are usually designed to work on 160 by 240 pixels, manually pre-
processed images. Such common practice of shrinking down the images to predetermined 
pixel sizes has rendered early detection almost impossible. This is because in the early 
stages of DR, the diseased tissues (e.g., microaneurysms) are usually too small to be visible 
on such a low-resolution image.

Among the entries from the New Fundus Algorithms that uses Pure CNN, many have 
resorted to use RGP-CNN (e.g., ResNet50) as there has been many readily made program-
ming packages for these RGP-CNN. With this mere adaptation of the existing, general-
purpose structure, the ML models deployed by most of the models are not optimized spe-
cifically for the task of automated detection of DR.

As OCTA imaging is a very recent technology that is very resource demanding, the 
research on the automated DR detection using OCIA imaging is still at the very early 
stages of development.

There are still several challenges to the detection of DR. One of them is to develop 
image processing techniques/methods that are able to process retinal images with low 
resolution and blurred retinal images. Another is to develop accurate detection methods 
for the detection of borderline cases. This can be done using a combination of advanced 
mathematical tools such as complex fuzzy logic and machine learning algorithms. Finally, 
by acquiring as many clinical datasets will lead to the development of a novel and fully 
functional DR detection algorithm for OCTA images. Then, a dedicated ML algorithm not 
based on any pre-existing models can be used for the purpose of automated DR detection. 
As every single part of the programming code is designed specifically for the task of DR 

Table 12  The distribution of all the 13 entries of the new OCTA algorithms according to their constituent 
models and method

Model group Constituent 
model/method

Number of 
entries

Source articles of the entries

Pure CNN CNN 4 Guo et al. (2019), Lee et al. (2019), Heisler et al. 
(2020) and Le et al. (2020)

Pure ANN ANN 2 Zahran et al. (2020) and Abdelsalam (2020)
Conventional – 2 Carlo et al. (2015) and Wang et al. (2017)
Pure RF RF 1 Sandhu et al. (2020)
Pure fuzzy-ML Fuzzy-ML 1 Wang et al. (2017)
Pure other-NN Other-NN 1 Sandhu et al. (2018b)

(*Deep Fusion Classification Network)
Pure SVM SVM 2 Srinivasan et al. (2014) and Sandhu et al. (2018a)
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detection, the performance of our dedicated ML algorithm is thus optimized and will even 
be capable of being run on any electronic devices.

Moreover, it has also came to our attention that Mongan et  al. (2020) had outlined a 
checklist for artificial intelligence in medical imaging (abbr. CLAIM) in 2020. Although 
the article was published in the field of radiology, it serves as a new benchmark for all 
upcoming AI in medical imaging to comply or even surpass. Such very recent and unprec-
edentedly comprehensive checklist shall prove very useful to all our future undertaking in 
developing a fully functional DR detection algorithm, because a full compliance with the 
checklist guarantees a major advantage over the previous New Fundus Algorithms, which 
were innovated mostly before 2020 and therefore severely fall short of the checklist sug-
gested by Mongan et al. (2020).
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