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Abstract

Objectives: Identification of diagnostic error is complex
and mostly relies on expert ratings, a severely limited pro-
cedure.We developed a system that allows to automatically
identify diagnostic labelling error from diagnoses coded
according to the international classification of diseases
(ICD), often available as routine health care data.
Methods: The system developed (index test) was vali-
dated against rater based classifications taken from three
previous studies of diagnostic labeling error (reference
standard). The system compares pairs of diagnoses
through calculation of their distance within the ICD tax-
onomy. Calculation is based on four different algorithms.
To assess the concordance between index test and refer-
ence standard, we calculated the area under the receiver
operating characteristics curve (AUROC) and correspond-
ing confidence intervals. Analysis were conducted overall
and separately per algorithm and type of available dataset.
Results: Diagnoses of 1,127 cases were analyzed. Raters
previously classified 24.58% of cases as diagnostic label-
ling errors (ranging from 12.3 to 87.2% in the three data-
sets). AUROC ranged between 0.821 and 0.837 overall,
depending on the algorithmused to calculate the index test
(95% CIs ranging from 0.8 to 0.86). Analyzed per type of
dataset separately, the highest AUROC was 0.924 (95% CI
0.887–0.962).

Conclusions: The trigger system to automatically identify
diagnostic labeling error from routine health care data
performs excellent, and is unaffected by the reference
standards’ limitations. It is however only applicable to
cases with pairs of diagnoses, of which one must be more
accurate or otherwise superior than the other, reflecting a
prevalent definition of a diagnostic labeling error.

Keywords: decision support; diagnostic error; quality
improvement.

Introduction

Diagnostic error is a frequent health care problem [1–4]
with major medical [4–6], legal [7–9] and economic con-
sequences [10]. On average, every patient in the U.S. ex-
periences one major diagnostic error throughout his or her
lifetime, often with devastating consequences for them-
selves, their families and their health care providers [11].
Thus, research into causes and predictors of diagnostic
error as well as interventions to achieve diagnostic excel-
lence is urgently needed.

In the existing research into the phenomenon, two
conceptions of diagnostic error prevail [12, 13]. One strand
of research evaluates lapses in the diagnostic processes
and often aims to identify missed opportunities [14].
Indeed, record reviews have found that in both, primary
care and internalmedicine, errors in the diagnostic process
are common [15, 16] and often not limited to just one pro-
cess error per case. For example, Singh and colleagues, in a
review of cases identified through an automatedflagging of
electronic health records (a technique called e-triggers
[17]), found that 43.7% of erroneous cases in primary care
involved more than one type of process breakdown [15].
Similarly, in a review of cases identified through autopsy
discrepancies, quality assurance activities, and voluntary
reports, Graber and colleagues identified 5.9 different
process errors per case [16]. However, only some of these
errors resulted in a wrong diagnostic label, and/or harm
from delayed or wrong treatment. In his conceptual model
of missed opportunities in diagnosis, Singh accounts for
this phenomenon and distinguishes between four types of
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errors [18]. These are missed opportunities in diagnosis
that did not result in patient harm, those that did (an entity
he consequently terms “preventable diagnostic harm”),
and delayed/wrong diagnosis without clear evidence of a
missed opportunity, either with or without resulting harm
[18]. This latter group of wrong diagnosis without clear
evidence of a missed opportunity can be referred to as
diagnostic labelling errors – the second major conception
of diagnostic error (i.e. naming a disease A while in fact, it
is B) [12]. A labelling error does not necessarily imply ex-
istence of a causative process error [12], but may instead
also result from what Graber labelled “no-fault errors”,
including masked or unusual disease presentations, or
error due to uncooperative or deceptive patients [16].
Identification of a diagnostic labelling error should thus
trigger a case review, because arguably, only those label-
ling errors that result from a process error are readily sus-
ceptible to interventions. However, the labelling error is
what ultimately affects treatment and prognosis and thus
results in suboptimal patient outcome [13]. Consequently,
identification (and ultimately prevention) of labelling er-
rors is of major importance for the patient. It is, however,
only a first step on the way to identify addressable under-
lying causes. In that regard, identification of diagnostic
labelling errors can be viewed as another trigger within
Singh’s concept of them (other triggers being e.g. un-
scheduled revisits [17] or elevated PSA values without
timely follow-up [19]). Each case identified by such a trigger
should then lead to an in-depth review to identify and
potentially rectify underlying process errors. Such a strat-
egy would substantially lower the workload of chart re-
view, because labelling errors have been identified in
between 2 and 35% of cases, depending on medical
speciality and context [20].

Existing research into labelling errors often compares
first diagnoses to final, confirmed or otherwisemore secure
diagnoses. Next to triggering chart reviews, studies eval-
uating concordance between first and later diagnoses have
also been used to identify associations between labelling
errors and hospital length of stay [4, 21], mortality [4, 22],
costs [23], or type and size of hospital [24]. Such compari-
sons are typically conducted by a group of expert raters, a
method with several disadvantages:
– The method is tedious, requires substantial expert

contribution and thus does not scale well to larger
datasets.

– Rater based identification of labelling errors are sub-
ject to hindsight-, and outcome bias [25].

– Rater agreement is often limited [4, 25, 26].
– The procedure introduces a substantial temporal delay

between a patient being seen and the evaluation of his

or her diagnosis, because it requires rater recruitment,
training and the actual ratings.

Taken together, all the above disadvantages explain why
measurement of diagnostic labelling errors is hardly
incorporated into routine quality evaluations in healthcare
and has not been established as another trigger tool in
diagnostic safety management and research.

Beyond the field of labelling errors in clinical practice,
rater based comparison of actual vs. correct diagnoses is
also used in competence assessments of health care pro-
fessionals, research into such assessments and research
into the cognitive psychology of diagnostic reasoning.
Here, case vignettes are frequently used (e.g. Refs. [27–30])
and a known, correct diagnosis for each vignette is then
compared to the actual diagnosis of study participants.
Similar designs are used when evaluating the accuracy of
diagnostic decision support systems (for a review see
Ref. [31]) and patient employed symptom checkers (for a
review, see Ref. [32]). All of the above research requires
comparison of two diagnoses and their classification as
either identical or discrepant. Thus, the shortcomings of
rater based comparisons of two diagnoses are relevant to a
large audience, and to fields of research as different as
diagnostic quality management, health professions
assessment and medical decision support.

To address the shortcomings of rater based identifi-
cation of diagnostic labelling errors, we developed an
automated scoring system. The system (i) compares pairs
of diagnoses, (ii) quantifies their degree of discrepancy and
(iii) allows classifying them as either similar or discrepant,
based on pre-specified values for either sensitivity or
specificity of such classifications. Here, we describe and
validate this automated scoring system.

Materials and methods

Classification of disease similarity

We developed a web based computer program that compares pairs of
diagnoses coded according to WHOs international classification of
diseases (ICD). The similarity between two given ICD-codes is deter-
mined in four different ways, described in the following.

The current ICD version 10 is a uniaxial and non-hierarchical
classification system, which contains 22 disease chapters (e.g. chapter
IV:metabolic diseases), subdivided into 261 disease groups (e.g. E10 to
14: diabetes mellitus). These are further subdivided into 2,037 cate-
gories (e.g. E 10.-: primary insulin dependent diabetes mellitus),
finally classifying each disease by one of 12,161 specific four-digit
codes (e.g. E10.1: primary insulin dependent diabetes mellitus with
ketoacidosis). The whole classification system can be depicted as a
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graph (Figure 1). A simple way (termed steps in the following) to
determine the similarity of two given diseases is to count the edges on
the shortest path connecting them (depicted as a dashed line in
Figure 1).

A slightly more complex approach allows adjusting for medical
similarity by assigning different weights for each type of edge (for an
example, see Figure 1). For example, one could argue that mis-
diagnosing onemetabolic disease as another metabolic disease is less
problematic then classifying a metabolic disease as a neoplasm. This
medical similarity can be represented by assigning the edges con-
necting chapters of the ICD a higher weight than the edges connecting
diseases within a chapter (depicted by the bold line in Figure 1).
Similarity of two diseases is then determined by summing the weights
of the edges on the shortest path connecting the two diseases (an
approach termed weights below).

Two more approaches originate from research into natural lan-
guage processing. The approach devised by Wu and Palmer (thus
labelled WuPalmer below) accounts for the position of two given
concepts in the classification hierarchy relative to the position of their
least common subsumer (i.e. their most specific common ancestor)
[33, 34]. The score devised by Li and colleagues (termed Lietal) adapts
this approach by combining the shortest path length and the depth of
the subsumer nonlinearly, thus better reflecting human similarity
ratings [35, 36].

Validation

To assess the performance of each of the four different algorithms
steps, weights, WuPalmer and Lietal, we applied each one to three
different datasets, two of which have been previously published.
Each of these three datasets contains pairs of diagnoses that were

previously rated by at least two experts as either similar or discrepant,
a rating we used as reference standard to evaluate the four algorithms
against. Notably, it is the free text diagnoses that were assessed by
raters as similar or discrepant, not their ICD codes.

The first dataset, termed clinical, contains first and final primary
diagnoses of 755 patients that presented to an emergency room and
were subsequently hospitalized to an internal medicine ward [4].
Patients presented with a broad variety of specific and non-specific
chief complaints [26] and were diagnosed with a multitude of condi-
tions across the spectrum of internal medicine. Three trained raters
independently classified the pair of ER admittance diagnosis and
internal medicine discharge diagnosis as either similar or discrepant,
based on a previously validated scheme [37]. Discrepancies between
raters were subsequently discussed and resolved.

The second and third dataset resulted from studies of clinical
reasoning in advanced medical students and are thus termed educa-
tional. The second dataset stems from a study of 20 advanced medical
students who each diagnosed six virtual patients with shortage of
breath for a variety of reasons in a previously validated computerized
assessment of diagnostic reasoning [38], resulting in 120 pairs of di-
agnoses. The true diagnosis of each of these six patients has been
validated by 20 expert physicians [38]. Three expert raters scored each
pair of diagnoses as either similar or discrepant, disagreements were
again resolved by discussion and consensus.

The third dataset stems from a study of 51 advanced medical
students who each diagnosed eight virtual patients either individually
(17 students) or in pairs of two (34 students in 17 pairs), resulting in a
total of 34 × 8=272 pairs of diagnoses. Chief complaints and correct
diagnoses were dispersed across the spectrum of internal medicine.
Again, three expert raters scored each pair of diagnoses as either
similar or discrepant, disagreements were resolved by discussion and
consensus.

Figure 1: Example of an ICD taxonomy.
Dotted line: distance between two given exemplary diagnosis within this taxonomy is determined by counting the edges of the shortest path
connecting them. Bold line: alternatively, the edges on the shortest connecting path between any two diagnoses can be determined by
summing the weights of the edges connecting them.
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All diagnoses used in the study were ICD coded by one of two
trained physicians. After coding a random sample of 10% of all di-
agnoses independent and in duplicate according to a predefined
scheme,we assessed their coding agreement as excellent (kappa=0.96).
The remaining diagnoses were then evenly split between raters and
coded individually.

Because this paper reports a reanalysis of previously collected
datasets, we did not obtain ethical approval for the conduct of this
study. The three original studies collecting the datasets usedhere have
all obtained ethical approval and informed participant consent.

Statistical analysis

The existing rater based evaluations of pairs of diagnoses as either
discrepant or similar were used as reference standard. We quanti-
fied semantic similarity of the diagnoses within each pair through
each of the four approaches detailed above (steps, weights,
WuPalmer and Lietal) and computed sensitivity and specificity for
each of these approaches in comparison to the reference standard.
We calculated receiver operating characteristics (ROC) curves, and
estimated the area under the curve (AUC) and its 95% confidence
interval. We further tested for a significant difference towards the
null hypothesis (i.e. that the approach under evaluation is no better
than throwing a coin in determining whether two given diagnoses
are discrepant). All analyse were computed in IBM SPSS Statistics
version 25 and conducted for the clinical end educational datasets
separately as well as for the pooled data from all of the validation
datasets.

Results

The web based computer program that compares pairs of
diagnoses coded according to the ICD is available for free
and public use online at https://simple.right-icd.de. The
program supports diagnoses coded in different versions of
the ICD, such as versions 9 and 10. The following results
were obtained for diagnoses coded in ICD, German modi-
fication, version 10. [39], which is similar to other versions
of ICD 10 (such as e.g. the “clinical modification”
frequently employed in the U.S.) with regard to the four
digit codes of diagnoses.

A total of 1,172 pairs of diagnoses were available for
analysis (Table 1). In the second dataset, 11 students only
provided a diagnosis in five out of six cases, resulting in
109 out of 120 pairs of diagnoses being available for
analysis.

The performance (i.e. the ability to discriminate be-
tween similar and discrepant diagnoses) of all four algo-
rithms evaluated was high, ranging from an AUC of
0.821–0.835 (Table 2). The corresponding ROC curves are
depicted in Figure 2. AUC further increases when educa-
tional and clinical datasets are analysed separately. The
highest AUC observedwas 0.924 for theweights algorithm

Table : Datasets used to validate the automated identification of diagnostic labelling errors.

Data-set Type Size Pairs of diagnosesa Cases with diagnoses Prevalence of error

Similar Discrepant

 Clinical Seven hundred and fifty five patients,
admission and discharge diagnosis

 (%)   .%

 Educational Twenty advanced students diagnosing
six virtual patients each

 (.%)   .%

 Educational Fifty one advanced students diagnosing
 virtual patients alone [] or
in pairs (;  teams)

 (%)   .%

Total , (.%)   .%

aPercentages refer to pairs of diagnoses with complete data available for analysis. Bold values signify the column total.

Table : Performance of four algorithms overall, and by type of dataset.

Algorithm Area under the curve AUC and (% confidence interval)

Overall Clinical dataset only Educational datasets only

Steps . (.–.) . (.–.) . (.–.)
Weights . (.–.) . (.–.) . (.–.)
Lietal . (.–.) . (.–.) . (.–.)
WuPalmer . (.–.) . (.–.) . (.–.)
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applied to the educational datasets. No AUC was below
0.82 (Table 2).

All four investigated algorithms calculate continuous
values, such as the number of steps requiredwithin the ICD
taxonomy to get from one diagnosis to another. Conversion
of these numerical values into a dichotomous decision (i.e.
discrepant or similar) requires a cut-off value, belowwhich
two diagnoses are classified as similar and above which
they are classified as discrepant (Note that this statement is
only true for the algorithms steps and weights, where
smaller numbers indicate higher similarity. For WuPalmer
and Lietal, larger numbers indicate higher similarity.
Consequently, for the latter two algorithms, the cut off
represents the value below which two diagnoses are clas-
sified as discrepant). Table 3 allows to choose appropriate
cut-off values based on a choice of sensitivity (or speci-
ficity). Tables S1 and S2 in the Supplementary Material
provide similar cut off values for clinical and educational
datasets separately.

Discussion

“Improving the diagnostic process […] represents a moral,
professional, and public health imperative.” [11] At present,

however, “our health care systems are unable to systemically
measure diagnostic performance […], which limits the ability
to quantify performance and guide improvements” [40].
Furthermore, because diagnostic error is rarely measured
outside of research studies, we may underestimate the
magnitude of the problem. In effect, health care organiza-
tions do not have insights into the diagnostic quality they
provide, and quality improvement initiatives lack measures
of their efficacy and efficiency. The approachpresented here
represents a step towards routine measurement of diag-
nostic labelling errors at a systemic level and scale.

In this study, we present and validate an approach that
allows to automatically identify diagnostic labelling errors
from routinely available healthcare data, namely ICD
coded diagnoses. The approach performs quite well when
compared to human classifications of diagnostic labelling
errors, resulting in an AUC ranging from 0.821 to 0.924. Its
performance is largely independent of the prevalence of
labelling error in the data evaluated, which ranged from
12.3% in the clinical to 87.2% in one of the educational the
datasets used for validation. Furthermore, it can be applied
to datasets of any size, and the sensitivity (or specificity) for
the identification of diagnostic labelling errors can be
tailored to the specific task at hand. Manual identification
of diagnostic labelling errors would only allow to adjust

Figure 2: Sensitivity and specificity to identify diagnostic labelling errors, by algorithm and type of dataset.
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sensitivity or specificity to a given purpose, if raters graded
the amount of discrepancy, e.g. using Likert scales, which
would further add to their workload. Thus, most studies of
diagnostic labelling errors employ dichotomous ratings
instead (see e.g. Refs. [4, 21–23]). However, adjusting
sensitivity (or specificity) to the studies purpose may be
beneficial. For example, when used as a trigger in clinical
quality assurance or research into diagnostic error in a
clinical setting, one would most likely prioritize sensitivity
over specificity, in order to identify all cases with potential
for improvements. In summative assessments however (i.e.
assessments resulting in pass or fail decisions), one could
argue that coding of diagnostic labelling errors should
prioritize specificity over sensitivity to support defensible
fail decisions.

Because of thewide spreaduse of Grabers’definition of
a diagnostic error as “a diagnosis that was unintentionally
delayed […], wrong […], or missed […], as judged from the
eventual appreciation of more definitive information”, [16]
diagnostic errors are conceptualized as a discrepancy be-
tween a first and a more definitive diagnosis across a wide
range of research and applications. This makes our
approach applicable to many fields, from routine quality
assurance to decision-making research, and from the
evaluation of decision support systems to the scoring of
assessments.

Our approach complements existing methods used in
research into diagnostic error. The limitations of rater
based assessments of diagnostic error, including hind-
sight-, and outcome bias [25], limited rater agreement

[4, 25, 26] and their limitation to small sample sizes have
been pointed out in the introduction. None of these short-
comings applies to the approach suggested here. It should
however be noted that simply only identifying a discrep-
ancy between two diagnostic labels is insufficient to
identify an underlying diagnostic process error. Instead, a
discrepancy between diagnostic labels should be inter-
preted as a trigger to review the case in more detail to
identify potentially preventable process errors and because
a discrepancy between a first and a later diagnostic label
may also result fromdisease evolution, or development of a
secondary complication. Such discrepancies may not
represent an error (not even a labelling error) at all. To
account for these problems, combining our automated
identification of diagnostic labelling errors with ap-
proaches such as the Symptom-Disease Pair Analysis of
Diagnostic Error (SPADE) may improve the specificity of
our trigger: in brief, SPADE looks out for “well-known
diagnostic error dyads” such as dizziness – stroke or back
pain – aortic aneurysm [41]. Limiting comparison of diag-
nostic labels with our approach to those labels that share a
common symptom or chief complaint may potentially flag
more diagnostic discrepancies as a labelling errorwhere an
underlying process error can be identified.

In general, electronic trigger tools watch out for pre-
defined signals in electronic health records, indicative of
diagnostic error or of suboptimal diagnostic performance
[42]. Triggers can be generic (such as unscheduled revisits
or visits followed by an unplanned hospitalization within a
specified time frame [17]) or disease specific (such as

Table : Cut-off values for all for algorithms to achieve a given sensitivity (or specificity).

Sensitivity Specificity Classify as discrepant if larger or equal to Classify as discrepant if smaller or equal to

Steps Weights WuPalmer Lietal

. . . . −. −.
. . . .
. . . .
. . . .
. . . .
. . . .
. . .
. . . . .
. . . . . .
. . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . −. −. . .
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screening for abnormal prostate-specific antigen (PSA)
measurements without a timely follow-up action [19]).
Such trigger tools can be applied to very large datasets and
substantially reduce the number of cases to then manually
check for diagnostic process error (e.g. from 292,587 re-
cords screened to 426 abnormal PSA measurements
without follow-up [19]). However, manual work-up of
the cases identified is still required. While the extent to
which these triggers are associated with missed diagnostic
opportunities (or process errors) has been established for
the two aforementioned triggers [17], similar work on the
predictive value of labelling discrepancies remains to be
done. Nevertheless, diagnostic labelling errors have been
associated with adverse outcomes such as increased mor-
tality or length of hospital stay before [4, 21, 22, 43], likely
because it ultimately is the diagnostic label assigned to a
patient that determines (in-)adequate therapy and prog-
nosis [13].

Researchers and quality managers who consider to use
the approach and/or program presented here can easily
validate it for their specific purpose, provided they do
possess a dataset for validation, i.e. containing a reference
classification against which to evaluate the approach and
program. By running their datasets of pairs of ICD coded
diagnoses through the web based program provided at
https://simple.right-icd.de, they can not only calculate the
AUC the different algorithms achieve for their validation
datasets, but can also determine cutoff values to achieve a
given sensitivity (or specificity) for their specific classifi-
cation task. Publication of their findings can help to
empirically determine the use cases for which the sug-
gested approach and program is suitable and where
reasonable borders of its applicability are. In addition,
such revalidation attemptsmay help to identify differences
between the four different algorithms evaluated here and
implemented on the project website. In the three datasets
used in the current study, all four algorithms performed
remarkably similar. We do not see any operational
advantage of one over the other, but would recommend to
use the steps algorithmas a default, simply because it is the
least complicated and most comprehensible approach.

Limitations

The approach presented in this paper and its validation
have several limitations, which warrant consideration.

First, the approach is limited to datasets of pairs of
diagnoses, of which one should be more certain, of better
quality or otherwise superior than the other is.

Second, currently the program is limited to comparing
pairs of single diagnoses. In theory, the approach can be
applied to the comparison of two sets of one to many di-
agnoses each, and we are currently developing the pro-
gram to account for that scenario. However, definition of a
reference standard and thus validation becomemuchmore
complex (and much less certain) in that scenario.

Third, the program is currently limited to the com-
parison of pairs of diagnoses coded in any of the more
recent versions of ICD, making it susceptible to all the
limitations that are inherent to ICD coding, and requiring
ICD coding of all diagnoses to start with.

Last, we only validated our approach and program on
medical cases. Weather our approach also works in e.g.
neurological or paediatric cases remains to be tested. As
pointed out above, researchers in possession of an ICD
coded set of pair of diagnoses from any field can easily
check the performance of our approach online.

Conclusions

In comparison to the reference standard, the trigger system
developed to automatically identify diagnostic labelling
error from routine health care data performs excellent, and
is unaffected by the reference standards’ limitations. It is
however only applicable to cases with pairs of diagnoses,
of which one must be better, more accurate or otherwise
superior than the other, reflecting the prevalent definition
of a diagnostic labeling errors in medicine.
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