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ABSTRACT: Raman spectroscopy is widely used for its exceptional identification capabilities |
in various fields. Traditional methods for target identification using Raman spectroscopy rely on
signal correlation with moving windows, requiring data preprocessing that can significantly
impact identification performance. In recent years, deep-learning approaches have been
proposed to leverage data augmentation techniques, such as baseline and additive noise
addition, in order to overcome data scarcity. However, these deep-learning methods are limited
to the spectra encountered during training and struggle to handle unseen spectra. To address
these limitations, we propose a multi-input hybrid deep-learning model trained with simulated |
spectral data. By employing simulated spectra, our method tackles the challenges of data ..\
scarcity and the handling of unseen spectra encountered in traditional and deep-learning
methods. Experimental results demonstrate that our proposed method achieves outstanding
identification performance and effectively handles spectra obtained from different Raman
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spectroscopy systems.

B INTRODUCTION

Raman spectroscopy is an excellent analytical technology
widely used in various technical fields, especially for substance
identification. Typically, traditional target substance detection
and identification methods using Raman spectroscopy rely on
library-based algorithms. With the continuous improvement of
this technology, the use of miniaturized Raman spectrometers
is gaining momentum in fields, such as explosives and poison
detection, as well as pharmaceutical analysis.'~*

In the analysis of Raman spectra, most traditional substance
identification methods employ spectral matching algorithms
based on calculating similarity criteria between unknown
spectra and reference spectra in a spectral data library.”® The
information obtained from Raman spectral signals, including
intensity, position, and width of spectral peaks, is crucial.
However, Raman spectral signals are easily affected by factors,
such as substance density, external light sources, and
environmental noise, resulting in the presence of baseline
and additive noise in the obtained spectral signals.

The influence of these factors necessitates cumbersome
preprocessing steps in traditional target substance identifica-
tion methods to obtain more accurate identification results.
Typically, preprocessing steps involve using a moving average
filter” or a Savitzky—Golay filter® to remove additive noise, as
well as utilizing methods like the asymmetrically reweighted
penalized least-squares method,” adaptive smoothness param-
eter penalized least-squares method,'’ or deep-learning
methods'' to eliminate baseline.

Each preprocessing step involves various methods, and the
selection of appropriate methods is crucial to achieve accurate
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identification results. Additionally, many preprocessing meth-
ods require parameter adjustments to achieve desired results.
Moreover, preprocessing can inadvertently eliminate important
information buried in the noise and affect the identification
results.

In addition to these factors, different Raman spectrometers
yield slightly different spectra, requiring the corresponding
spectral processing techniques. Recent proposals include the
segmental hit-quality index method> and adaptive hit-quality
index method'” to address this issue.

Among traditional classifiers, the support vector machine
(SVM) method is advantageous in small-sample pattern
recognition. By combining principal component analysis
(PCA) or other dimension reduction algorithms, SVM can
perform well even on high-dimensional spectral data. SVM has
been analyzed to perform relatively well compared to various
machine learning classification models."®> However, regardless
of general matching methods and traditional machine learning
methods, various preprocessing steps are required to improve
identification performance.

Recently, with the rapid development of deep-learning
technology, particularly, convolutional neural networks
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Figure 1. Examples of 2-nitrotoluene generated by different Raman spectroscopy systems.

(CNNs), which are a branch of deep-learning networks, have
been applied in various fields. CNN can extract essential
features from low-level data and exhibit a better classification
ability than conventional machine learning methods. The
structure of CNN generally consists of two parts: feature
extraction and classification. The feature extraction part
extracts useful features from the original input data, which
are then utilized for classification tasks in the classification part.
Compared with the traditional classification methods, CNN-
based methods do not require feature engineering and can be
trained end-to-end without manual tuning. As a result,
researchers have proposed using deep learning for target
substance detection and identification in Raman spectra.'*"
However, deep-learning models are data hungry and heavily
rely on a substantial amount of labeled training data for
accurate predictions. Acquiring a significant amount of actual
Raman spectral data to adequately train the deep-learning
model poses a challenge. Consequently, the application of
substance identification based on deep-learning technology
using Raman spectroscopy encounters a dilemma. To tackle
the shortage of actual Raman spectral data, several studies have
suggested the utilization of data augmentation methods.'®"”
Data augmentation involves introducing additive noise and
baseline to the actual Raman spectral signal for identification,
as well as randomly shifting the spectral signal a few
wavenumbers to the left or right.">'” While data augmentation

methods can generate a substantial number of augmented
Raman spectra, this approach can lead to overfitting® since the
augmented data are derived from the given real spectra. So, it is
important to recognize that this method can only identify
specific spectral categories that were trained by the deep-
learning model. In addition, as the number of spectral
categories to be identified increases, the accuracy of the
model identification may be adversely affected.

In this study, a novel identification algorithm based on a
Raman spectral library using a multi-input hybrid deep-
learning model is proposed. This method can effectively solve
the disadvantage of a general deep-learning model that can
only identify specific spectra and can improve identification
accuracy of multiple category problems by simplifying the
multiclassification problem into binary classification. To
address the limited availability of actual spectral data, the
proposed model utilizes a simulation method to generate a
substantial amount of training data instead of relying on a
complex augmentation method with a restricted number of
actual spectral data.

B PROPOSED METHOD

Data Preparation. To overcome the lack of measured
spectra, we generated the simulated spectral data by randomly
combining baseline, peak, and additive noise components.
While specific details about the method for generating
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Figure 2. Procedure for the simulated spectral data pair.

simulated data are not provided here, you can refer to Chen et
al.'" for further details on the generation procedure.

The primary objective of this study is to develop a method
capable of accurately identifying materials not only within the
same Raman spectroscopy system but also across different
Raman spectroscopy systems. To achieve this, a training data
set is created using simulation data that incorporate various
background noises. This training data set forms the foundation
for training the proposed method and enhancing its perform-
ance in identifying Raman spectra obtained from different
spectroscopy systems.

The spectra obtained from different Raman spectroscopy
systems can vary due to system-specific factors. Figure 1
illustrates this difference by showing the Raman spectra of the
same 2-nitrotoluene substance measured using different
Raman spectroscopy systems. These spectra exhibit variations
in baseline, additive noise, and peak intensities, while their
peak positions remain consistent. Based on this characteristic,
we generate the training data set to encompass the variability
in baselines, additive noise, and peak intensities, while ensuring
that the peak positions remain the same. By incorporating
these variations into the training data set, we aim to enable our
proposed method to accurately identify Raman spectra
acquired from different Raman spectroscopy systems.

The data set generation process involves several steps. First,
two clean spectra (positive and negative samples) without
baseline and additive noise are generated to simulate library
spectral data. Then, the peak intensities of the positive sample
are randomly adjusted to be between 0.8 and 1.2 times the
original intensities. Baselines and additive noise are added to
simulate the test spectral data, which exhibit variations in
baseline and noise levels from different Raman spectroscopy.
Next, the simulated test and library spectra are randomly
combined to form spectral data pairs. If a spectral data pair
represents the same spectrum, the target label for that pair is
set to 1; otherwise, it is set to 0. Figure 2 provides a visual
representation of the procedure for the simulated spectral data
pair.

It is worth mentioning that a total of 500,000 pairs of
simulated spectral data were generated in the experiment,
comprising 400,000 pairs for training and 100,000 pairs for
validation purposes. Although this number can be easily

increased, it is limited to the above number considering the
time required for deep-learning training.

Deep-Learning Model. The convolutional layer offers
several advantages, including the ability to retain spatial
information and having fewer parameters compared to fully
connected layers. Due to these advantages, convolutional layers
are commonly used in constructing deep-learning networks. As
the depth of the network increases, the deep-learning model
can learn and extract more representative features from the
training data, leading to improved identification results.

However, as the network becomes deeper, a common issue
known as gradient vanishing’® may arise. The gradient
vanishing problem means that the gradient gets extremely
small and does not propagate back through the layers during
the training process. This issue significantly hampers the
learning capability of the model, leading to a diminished ability
to effectively learn and make accurate predictions.

ResNet (residual network) is one of the most renowned
convolutional network (CNN) architectures that address the
issue of gradient vanishing through the use of shortcut
connections in the residual learning framework.”’ This
architecture has found wide application across various research
fields and has consistently demonstrated superior prediction
results compared with traditional CNNs. As a result, we adopt
convolutional layers with the ResNet architecture to construct
a deep-learning network.

The traditional deep-learning networks are constructed by
connecting adjacent layers, which limits the integration of
mixed-type information. In this study, in order to enable deep-
learning technology to be applied for identifying spectra by
comparing unknown spectra with known spectra in the spectral
data library, we constructed a deep-learning network of
spectral identification based on a hybrid deep neural networks
(HDNNs).””

The fundamental concept of the HDNNSs is to independ-
ently process different inputs using separate branch networks.
This approach enables each branch network to learn relevant
features specific to its input. The learned features from each
branch network are then combined into an ensemble feature
that captures valuable information from the different inputs.
This ensemble feature is subsequently fed into the neural
network for target learning. The HDNNs structure, with its
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Figure 3. Structure of the proposed model.
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aggregation of multiple branch networks, provides exceptional
flexibility and wide applicability across various applications.”***

In our proposed network structure, we integrate the test
spectral branch network and the library spectral branch
network to extract features and facilitate spectral identification.
The identification process involves learning and comparing the
differences among the extracted features from the two
branches. Through the analysis of these differences, the
network can effectively discriminate and identify spectra
based on their unique characteristics.

There are several differences between our network and
HDNNe . First, we employ one-dimensional CNNs specifically
designed for one-dimensional spectra, addressing the require-
ments of our application. In contrast to the HDNNs, where the
learned features are combined, we subtract the extracted
features at the junction of the two branches. This subtraction
operation enables us to capture the differences or discrepancies
between the features.

Another distinction lies in the use of convolutional layers.
Both the backbone and the branch parts of our network
incorporate convolutional layers. To provide flexibility in
adjusting the channel size of each layer, we utilize one-
dimensional convolutional layers (Convld) for downsampling
instead of using Maxpooling. Moreover, we employ one-
dimensional transposed convolutional layers (ConvTrans-
poseld) for upsampling in the backbone part to ensure
consistency with the downsampling process.

In the final output, we did not directly incorporate a fully
connected layer. Instead, we utilize a convolutional layer for
downsampling before the final output layer, which helps to
reduce the computational cost. Figure 3 illustrates the network
structure, where “T” represents the test spectrum and “L”
represents the library spectrum. Table 1 provides an
architectural table that provides detailed information about
the components of our proposed deep-learning network.

37485

Table 1. Architecture of the Proposed Deep-Learning
Network

layer repeat output parameter
Convld 3 32 X S12 10,496
block X2 Convld 4 48 X 256 125,760
Convld (shortcut) 1 72 X 128
block X2 ConvTransposeld 1 48 X 256 73,856
Convld 3 32 X 512
ConvTransposeld (shortcut) 1
Convld 1 1 X512 33
Flatten 1 512 0
Linear 1 1 513
total number of parameters 210,658

B EXPERIMENTAL SECTION

In this study, the proposed deep-learning model was trained on
a computer equipped with a GeForce RTX 3080 GPU. The
deep-learning framework used for training was PyTorch
version 1.7.0.

Raman Database. In order to demonstrate the superior
identification performance of our proposed method and
address the issue of spectral intensity variation between
measurement instruments, we conducted experiments using
spectra from 20 different substances and spectra from 10
different substances measured with different Raman spectros-
copy systems.

The Raman spectral library used in the experiment contains
a total of 14,033 spectra. These library spectra were measured
using a Fourier transform Raman (FT-Raman) spectrometer
from Thermo Fisher Scientific, which is equipped with a laser
emitting at a wavelength of 1064.0 nm.

Three different Raman spectroscopy systems were used in
the experiment. Instrument 1 is a Renishaw 2000 Raman
microscope system (Renishaw, New Mills, U.K.) equipped
with a 514.5 nm argon ion laser. Instrument 2 and Instrument
3 are both in via Inspector portable Raman systems (Delta Nu
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Table 2. Mechanical Specifications of the Four Different Instruments

instrument spectrometer laser power (mW)
master FT-Raman spectrometer 400—600
I-1 Renishaw 2000 1.0
12 in via 1.0
I-3 in via 1.0

excitation wavelength (nm)

spectral range (cm™) resolution (cm™)

LLC, Laramie, WY) with different excitation sources. Instru-
ment 2 is equipped with a 632.8 nm He—Ne laser, while
Instrument 3 is equipped with a 785.0 nm He—Ne laser. Table
2 provides the measurement parameters and detailed
specifications of the Raman spectroscopy systems mentioned
above.

Training Strategy. The loss function and optimization
method used for training the deep-learning model in this study
were determined through preliminary experiments. The chosen
loss function is BCEWithLogitsLoss, which combines a
sigmoid layer and binary cross-entropy. This function provides
numerical stability and is more effective than using sigmoid
and binary cross-entropy separately. The optimization method
employed is the Adam algorithm, which dynamically adjusts
the learning rate during training.

The learning rate for the main parameter of the deep-
learning model is set to 5 X 107% A batch size of 500 samples
is used, which determines the number of training samples
processed in each iteration. The maximum number of learning
epochs is set to 50, indicating the maximum number of times
the entire training data set is passed through the model during
training. Throughout the training process, we selected the
model with minimal validation loss as the best model.

Preprocessing and Identification Procedure. Before
applying our proposed method for spectral identification, a
preprocessing step was performed on the Raman spectral
library. First, the resolution range of all Raman spectra in the
library was adjusted to 201—3500 cm ™" by resampling. Next, a
Savitzky—Golay filter was applied to remove additive noise. In
our experiment, the window parameter of this filter was set to
9, and the polynomial degree was set to 2.*°

Among various baseline correction methods, we have
selected the asymmetrically reweighted penalized least-squares
method (arPLS) due to its ability to yield good and robust
results.” However, it is important to note that there exist
alternative methods available, and the appropriate additive
noise removal and baseline correction methods should be
selected based on the spectral data and specific application
requirements.

Moreover, in order to incorporate these baseline-corrected
spectra into the deep-learning model, it was necessary to adjust
the length of both the spectra to be identified and the spectra
in the library to 512 through resampling. Additionally, the
relative intensity was normalized to a range of 0 to 1 using the
min—max normalization method. These preprocessing steps
ensured the compatibility of the spectra with the deep-learning
model.

Figure 4 represents a flowchart depicting the process of
spectra identification using the deep-learning model. The
shadow arrows indicate the real-time process, while the non-
shadow arrows indicate the offline process. In other words,
throughout the entire spectrum identification process, the
addition noise removal and baseline correction preprocessing
of the library spectra were carried out in advance.

1064 201-3500 1.93
514.5 201-3500 4
632.8 201-3500 1
785.0 201-3500 1
Pre-processing ‘
(|
s -
Library spectra Library DB ‘
Lo M Deep learning
Test spectrum
NOT SAME

Figure 4. Flowchart of spectra identification using the deep-learning
model.

On the other hand, the test spectra do not require these
preprocessing steps. Instead, the minimum calculation that
involves adjusting the spectral length by resampling and
normalizing the relative intensity of spectra through the min—
max normalization method would be performed in real time if
it is necessary, as indicated by the shadow arrows. This real-
time calculation ensures that the test spectra are appropriately
adjusted in length and relative intensity for compatibility with
the deep-learning model.

B RESULTS AND DISCUSSION

To demonstrate the effectiveness and superiority of our
proposed method compared with other methods, we
conducted the first experiment (experiment 1) using Raman
spectra of 20 different substances (1,3-DNB, 2,6-DNT, 2-A-
DNT, 3,4-DNT, TMETN, 4-ADNT, ADN, AN, AP, DMDNB,
HMTD, HMX, HNIW, NQ, NTO, PA, PETN, RDX, Tetryl,
and TNT). Each substance has a set of S0 spectra with
different baselines and additive noise. Figure 5 depicts an
example of a set of 50 Tetryl spectra. From the figure, it is
apparent that the intensities of the spectral peaks slightly differ
among the spectra within the set.

In this experiment, we selected one spectrum from each set
of 50 spectra for 20 different substances. These selected spectra
were preprocessed and used as the library spectra for
identification. We then conducted identification experiments
on a total of 1000 spectra, representing 50 spectra for each of
the 20 substances, based on the generated library spectra.

The experimental results, depicted in experiment 1 of Table
3, demonstrate the successful identification of the 1000 spectra
using our proposed method. The results indicate that our
method effectively distinguishes between the different
substances based on their spectral library.

https://doi.org/10.1021/acsomega.3c05780
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Figure 5. Example of a set for 50 Tetryl spectra.
Table 3. Results of Our Method and Other Deep-Learning Methods
expt. 1 expt. 2
model # of classes data preprocessing data augmentation accuracy (%)  instrument  accuracy (%)
1D CNN° S raw shift & scaling & noise 100 I-1 100
1D CNN'® S12 raw shift & noise & combining spectra 93.3
proposed 20 raw data simulation 100
1D CNN*¢ 4 raw noise 95.22 12 100
1D CNN*’ 3 raw n/a 92.5
CNN" 20 raw various baselines 100
1D CNN*® 72 baseline correction shift & noise 98.1 1-3 100
1D CNN?*’ 6 baseline correction & noise reduction n/a 100
DNN*° 72 baseline correction shift & noise 96.4

Table 3 presents a comparison of our proposed method to
other methods based on different databases described in the
literature. The results demonstrate that our proposed method
achieves superior or comparable performance. It is worth
noting that some of the compared methods involve
preprocessing, followed by deep-learning-based identification
operations. During the preprocessing stage, selecting a robust
method based on the spectral data and performing parameter
adjustments are necessary to ensure excellent identification
results.

An important aspect of our proposed method is that it
employs data simulation instead of real spectral data for data
augmentation during training. This approach validates the
effectiveness of using the data simulation method to generate
training data sets for deep-learning model training.

Furthermore, we verified the applicability of our proposed
method to spectra measured by different Raman spectroscopy
systems through a second experiment (experiment 2). Figure 1
illustrates significant differences in intensity among spectra
measured under different systems, with Instrument 3 exhibiting
particularly weak peak intensities in the range of 400 to 500

cm™'. Many identification methods struggle to accurately
identify such spectra due to these variations in intensity.

Experiment 2 of Table 3 displays the identification results
for a total of 30 spectra obtained from different Raman
spectroscopy systems for 10 substances (acetone, acetonitrile,
benzene, cyclohexane, ethyl alcohol, ethylene glycol, hexane,
nitromethane, 2-nitrotoluene, and toluene). The experiment
employs a deep-learning model to compare the unknown
spectra to the library spectra for identification. The identified
result corresponds to the spectrum with a rank of 1 among the
14,033 members in the library. The results of the second
experiment demonstrate that our proposed method accurately
identifies all substances across the three different Raman
spectroscopy systems.

Based on the above two experiments, we conclude that our
method accurately identifies Raman spectra of different
substances and is applicable to different Raman spectroscopy
systems. Moreover, our method overcomes the limitations of
other methods that can identify only spectra trained by the
deep-learning model.

https://doi.org/10.1021/acsomega.3c05780
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B CONCLUSIONS

Our study proposed a multi-input hybrid deep-learning model
trained using simulated spectral data for the identification of
Raman spectra. The model operates by determining whether a
test spectrum and a spectrum from the spectral data library
belong to the same category. To address the challenge of
identifying spectra measured from different Raman spectros-
copy systems, we simulated spectra from various systems by
introducing diverse baseline and additive noise as well as
random modifications to peak intensities.

By generating simulation spectral data, we successfully
addressed the issue of insufficient training data. Additionally,
we simplified the classification task by employing binary
classification, resulting in an improved model identification
performance. Our method stands out by eliminating the need
for complex preprocessing steps typically found in traditional
target identification methods. Moreover, our proposed
approach demonstrates comparable or superior performance
compared with existing deep-learning-based methods for
spectral data identification. Importantly, our method is capable
of identifying spectra that the model has not encountered
during training. Furthermore, our approach extends to the
identification of spectral data obtained from different Raman
spectroscopy systems.
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