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The Impact of the Underlying Risk in Control Group and 
Effect Measures in Non-Inferiority Trials With Time-to-Event 

Data: A Simulation Study
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Abstract

Background: We designed a simulation study to assess how the con-
clusions of a non-inferiority trial (NIT) will change if the observed 
risk is different from the expected risk.

Methods: We simulated Weibull distribution time-to-event data with 
a true hazard ratio (HR) being equal or close to 1. The empirical 
margins and sample size of a hypothetical trial were chosen based 
on a systematic review. Setting the significance level at 5% for the 
two-sided confidence interval (CI), we examined the statistical power 
(i.e., the probabilities of the upper limit of the 95% CI falling within 
the margin) of using two measures at various underlying risk in the 
control group.

Results: Using the empirical margins, HRs of 1.2, 1.35 or 1.5, the 
statistical power is lower than 0.22 when the underlying risk in the 
control group is less than 10%, but the power increases along with 
the higher underlying risk. The predicted upper limit of the 95% CI 
of the difference in two Kaplan-Meier estimators (DTKME) is low 
when risk is low (< 20%) or high (> 80%), but reaches the highest 
value when risk is around 50%. When the underlying risk in the con-
trol group is lower than 10%, measures of DTKME resulted in much 
higher power than HR.

Conclusions: When HR is the effect measure, the probability of con-
cluding non-inferiority will increase as the underlying risk in the con-
trol group increases. When DTKME is the effect measure, the prob-
ability of concluding non-inferiority will decrease as the underlying 

risk in the control increases. In this case, the probability of concluding 
non-inferiority is at a minimum when the control risk reaches about 
50%. When the risk in the control arm is less than 10%, the conclu-
sion of an NIT is sensitive to the choice of effect measure.

Keywords: Non-inferiority trial; Time-to-event data; Underlying 
risk; Hazard ratio; Simulation study

Introduction

A non-inferiority trial (NIT) is used to examine whether an 
experimental treatment is no worse than an active control, usu-
ally the standard treatment used in practice [1, 2]. An NIT is 
usually conducted when investigators expect an experimental 
intervention has potential advantages over the standard treat-
ment (e.g., less invasive, easier to administer, safer or more 
economical) but they do not anticipate that the experimental 
treatment will be superior to the standard treatment in the pri-
mary outcome. Statistically, the null hypothesis in an NIT is 
that the difference in effect between the experimental group 
and the active control group is greater than or equal to a pre-
specified non-inferiority margin, and the alternative hypoth-
esis is that the difference is less than the margin [3]. When the 
sample size of a trial is not very large and the non-inferiority 
margin has been pre-specified, the upper (or lower) limit of the 
95% confidence interval (CI) of the estimated treatment differ-
ence will determine the conclusion of the NIT. The underlying 
risk will largely affect the upper (or lower) limit of 95% CI in 
an NIT. Then, an interesting question arises: how would the 
conclusion of an NIT change if the observed risk is different 
from the risk assumed in the trial’s design?

It is not uncommon to see a large difference between ex-
pected risk (i.e. the estimated underlying risk when designing 
the trial) and observed risk (i.e. the risk observed in a trial) in 
the control arm of an NIT [4, 5]. One of the key reasons is that 
continuous improvement in patient management leads to better 
prognostics, while assumptions about expected risk in the ac-
tive control arm are often based on historical data, which can 
be quite different from a concurrent comparison. For example, 
when selecting non-inferiority margin in TARGIT-A — a trial 
that compared the single dose Intrabeam® radiotherapy (experi-
mental treatment) with the conventional whole breast external 
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beam radiotherapy (active control) for early stage breast can-
cers — the authors assumed that the 5-year local recurrence 
rate in the active control arm was 6% [4]. However, the actual 
risk observed in the control arm over the 4 years of this trial was 
only 0.95%. A similar situation has occurred in some cardiovas-
cular NITs, where the observed risk was much lower than the 
assumed risk when the trial was designed [5]. Although ideally 
the timing of analysis should be driven by a target number of 
events, it is not always feasible for trials to extend their follow-
up time until the desired number of events occur. In practice, 
authors often interpret their results with the available data, re-
gardless of a lower-than-expected underlying risk.

Before conducting an NIT to systematically examine an 
experimental treatment, researchers will examine the existing 
evidence (e.g., observational studies), which has often shown 
that the efficacy of the experimental treatment is similar to 
that of the active control. If the evidence shows otherwise, 
researchers may instead design a superiority trial. Thus, we 
designed a simulation study to examine how underlying risk 
in the control group, different effect measures, and the size of 
non-inferiority margins impact the conclusion of an NIT, when 
the true difference between the experimental intervention and 
the active control is small (i.e., a hazard ratio close to 1 for 
time-to-event data).

Methods

Overview

Here we give an overview of our simulation study. The de-
tailed methods are presented in subsequent sections.

Let T and C represent the values of an effect measure for 
the efficacy of an experimental treatment and an active control 
treatment, respectively. M is the pre-defined non-inferiority 
margin. The standard null hypothesis and alternative hypoth-
eses for non-inferiority test can be expressed as [3]

0

1

H :  C T M
H :  C T M

− ≥
− <

If the one-sided limit of the CI of C − T at a given sig-
nificance level α is smaller than M, the null hypothesis will be 
rejected. Alternatively, a two-sided 100 × (1 − α)% CI can be 
used, in which case the upper limit will be equivalent to that of 
the one-sided case with significance α/2. The expression above 
assumes that higher values of T and C indicate better efficacy 
outcomes. Different effect measures (e.g. absolute difference 
or ratio) and outcomes (favorable or unfavorable) may be ex-
pressed differently in null and alternative hypotheses [6].

We simulated time-to-event data with true hazard ratios 
(HRs) of 1 (the base case), 0.95 and 1.05 (sensitivity analyses) 
for experimental treatment versus the active control treatment. 
The HR measures an undesired outcome; a higher hazard rep-
resents lower efficacy. We selected two effect measures: HR 
and the difference in two Kaplan-Meier estimators (DTKME) 
at a given follow-up time (i.e., 5 years).

Although both P value and CI can be used to conclude 

statistically significant results in a superiority trial, NITs com-
monly use the CI of the effect estimate and compare it with the 
non-inferiority margin to test for non-inferiority [1]. Let us set 
the significance level at 5% for the two-sided CI, and then the 
95% upper limit of the measure was estimated. Since the true 
HR is 1 or close to 1 (0.95 and 1.05), the correct decision is to 
reject the null hypothesis (i.e., if the upper limit of the measure 
was within the non-inferiority margin). If the null hypothesis is 
not rejected, it would be a type II error. For our simulation, em-
pirical non-inferiority margins were chosen from a systematic 
review of NITs [7]. Statistical power (or 1 − type II error rate) 
was estimated for different effect measures at various catego-
ries of underlying risk in a hypothetical control arm.

Simulation of the survival data

We assumed that the time to the event of interest (Te) followed 
the Weibull distribution with shape parameter (γ) and scale (λ). 
This distribution has probability density function [8]

( ) ( ) ( )1t exp tf t γ γλγ λ−  = −  (1)
The survival function is given as

( ) ( ) exp tS t γλ = −  (2)

The risk of having an event before or at time t is 1 − S(t), 
which depends on given parameters γ and λ. Also, the value of 
λ can be calculated at given parameters t, γ and S(t).

log[ ( )]–
t
S t
γλ = (3)

The hazard function is

( )1( )( ) t
( )

f th t
S t

γλγ −= = (4)

We also made a proportional hazard assumption for haz-
ard in experimental group (h1(t)) versus active control group 
(h0(t)), and the HR, denoted as φ

1

0

( )
( )

h t
h t

ϕ = (5)

where h1(t) and h0(t) are the hazard in experimental group and 
control group, respectively.

Then,

( ) ( ) ( )1
1 0  th t h t γϕ ϕλγ −= = (6)

We see that formula (6) is in the form of Weibull hazard 
for the experimental group (h1(t)) with Lambda of φλ (i.e. the 
scale parameter) and the same shape parameter γ as that in 
control group (h0(t)) [8].

Using the median sample size of oncology NITs, 600 
patients were generated for each hypothetical trial [9]. The 
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patients were randomly assigned into experimental group or 
control group with a 1:1 ratio. Although time t does not cor-
respond to any specific meaning of the time scale, we interpret 
one unit as one year in this study to help interpretation. We il-
lustrated the simulated survival data in Figure 1. We simulated 
10,000 hypothetical trials to cover the underlying risk from 
0.03 to 0.95 in 5 years in active control group. We selected 
γ = 2 for both groups, setting hazard to increase over time. 
For each trial, we generated a uniform distributed underlying 
risk from 0.03 to 0.95 for the active control group with fixed 
t = 5 and γ = 2. Using the formula (3), we calculated the cor-
responding λCtl at given simulated underlying risk, t and γ for 
Weibull distribution. The plot of underlying risk versus λ can 
be found in Figure A1 in Appendix 1 (Supplementary 1, www.
jocmr.org). For the experimental group, the λExp is equal to = 
φλCtl where φ is the HR of experimental group versus control 
group.

We assumed that there is a small constant hazard of cen-
soring for random reasons (e.g. loss follow-up). The time to 
random censoring (Trc) follows exponential distribution with 
λ of 0.02107 for both groups, which indicated about 10% pa-
tients censored in 5 years. We also included a patient recruit-
ment period, which follows uniform distribution (Trp), and the 
duration is up to 2 years. Finally we set a short period to close 
out the trial (Tac, the hypothetical administrative censoring 
time) following uniform distribution from 5.75 to 6.25 years 
from the start of the trial. The time to censoring (Tc) was the 
minimum of Trc and (Tac − Trp). The minimum of Tc and Te 
was used to define the follow-up time of each individual in 
each dataset. If Te was less than Tc, the hypothetical patient 
had the event of interest, i.e. event = 1 at the end of follow-
up. Otherwise, the patient was censored, i.e. event = 0. Note: 
Except the value of λCtl and λExp, the other parameters (γ, t, 
and parameters for recruitment period, time to censoring, time 

to close the trial, etc.) were same in all 10,000 trials. The SAS 
code used for simulating time-to-event data can be found in 
Appendix 2 (Supplementary 1, www.jocmr.org).

The upper limit of 95% CI for different effect measure-
ments

If the 95% upper limit of an effect measure (measuring an un-
favorable outcome for the experimental intervention) or the 
95% lower limit of the effect measure (measuring a favorable 
outcome) fell within the pre-defined non-inferiority margin, 
we concluded non-inferiority. Two effect measures were in-
vestigated: 1) HR estimate using the Cox proportional hazard 
model, and 2) DTKME, since this effect measurement has also 
been used in NIT for time-to-event data in practice [4]. The 
following methods were used to calculate a two-sided 95% CI 
for each measure for each trial.

HR

Under the formulation of the Cox model h(t | Xi) = h0(t)eβXi, 
where h0(t) is the hazard function for the control and Xi the 
indicator variable for the treatment for patient i, the Wald 
confidence interval of HR is given by (eLL, eUL), where LL 
= β̂  − z0.975I−1/2(β̂ ), UL = β̂  + z0.975I−1/2(β̂ ), β̂  is the value that 
maximizes the partial likelihood of the model, and I(β̂ ) is the 
information matrix [10].

DTKME

Assuming an ordered sequence of the observation times 0 < t1 

Figure 1. Illustrative example of the simulation.
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< t2 < … < tr, the Kaplan-Meier estimator of the survival func-
tion S(t) is given by

( )
i

i

i

ˆ 1
t t

dS t
n≤

 
= − 

 
∏ (7)

where ni is the number of individuals who are at risk at time 
ti, and di is the number of those who died at time ti. Further-
more, its variance can be estimated by using the Greenwood’s 
formula [11]
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i

2 i

i i i

ˆ̂var ( ) ( )
(n )t t

dt S t S t
n d≤

   =       − 
∑ (8)

Using these estimators, and assuming that the survival 
functions Sexp(t), Sctl(t), of the experimental and control group 
respectively, are independent, the 95% CI of DTKME at time 
t is given by

( ) ( )( )
� �

exp ctl 0.975

exp ctl

ˆ̂

ˆ̂var ( ) var ( )

S t S t z

S t S t

− − ±

   × +      

(9)

(Note: t = 5 in present study).

The likelihood to conclude non-inferiority

We calculated the probability of concluding non-inferiority, 
defined as the probability that the 95% upper limit fell within 
non-inferiority margin (i.e. the statistical power) for each effect 
measure in those four underlying risk group, < 10%, 10-25%, 
25-75% and > 75%. We also illustrated the trend of predicted 
upper limits of 95% CI with measures of HR and DTKME.

It is challenging to select a proper non-inferiority margin 
[12], and the majority of NITs, 63% (45 out of 72), did not 
specify the methods used for selecting their non-inferiority 
margin [9]. The fixed margin approach is recommended by 
the United States Food and Drug Administration (FDA) and 
widely adopted [13]. The fixed non-inferiority margin is cal-
culated based on the effect of the active comparator in the his-
torical data and the required fraction of the effect of the control 
preserved by the experimental group [13]. The margin should 
be pre-specified when designing a trial, and not be changed 
retrospectively. The systematic review of non-inferiority tri-
als by Soonawala et al [7] showed that the median (Q1, Q3) 
non-inferiority margin was 1.2 (1.2, 1.5) for measures of ratio 

Figure 2. Upper limit of 95%CI of hazard ratio versus the underlying risk in active control group (true hazard ratio = 1). We ran-
domly selected 1,000 out of 10,000 simulated trials, but the fitted line used the entire data. The horizontal line was an empirical 
non-inferiority margin, hazard ratio of 1.35.
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and 10% (5%, 15%) for measures of risk differences. We se-
lected the empirical non-inferiority margins of 1.20, 1.35, and 
1.50 for HR, and 5%, 10%, and 15% for DTKME. In addition, 
we employed a non-inferiority margin of 2.5% for DTKME, 
which was used in the TARGIT-A trial [4], in our simulations. 
It should be noted that the margin used for one measure does 
not necessarily correspond to another margin used for another 
measure. For example, non-inferiority margin for HR of 1.2 is 
not equivalent to non-inferiority margins of 5% for DTKME.

Sensitivity analysis

To examine the robustness of our results, we conducted a se-
ries of sensitivity analyses by simulating data under different 
scenarios: 1) using a larger sample size for each hypothetical 
trial (n = 2,000 and 10,000); 2) using different values of shape 
parameter (γ = 0.5 (i.e. hazard decrease over time) and γ = 1 
(i.e. constant hazard)) of the Weibull distribution for time-to-
event data; and 3) keeping the administrative censoring time 
same as that in main analysis, and using different hazard for 
time to the random censoring of the exponential distribution (λ 
= 0 (no random censoring), λ = 0.0446 (i.e. 20% censoring at 
year 5), and λ = 0.1386 (i.e. 50% censoring at year 5)).

We simulated 1,000 trials with true HR of 1 in each sensi-
tivity analysis. SAS 9.4 (SAS, Cary, USA) was used to simu-
late all data and conducted the analyses.

Results

Effect measurement using HR

Figure 2 shows the plot of upper limits of 95% CI of HR 
against follow-up time for a true HR of 1. Each dot represents 
one simulation and the line is the predicted line fitted by a 
non-parametric regression model [14]. In summary, the upper 
limit of 95% CI decreased sharply when the underlying risk 
was between 0.03 and 0.25, and then gradually decreased until 
the underlying risk reached 0.95. When we used the empiri-
cal non-inferiority margins, the probability of concluding non-
inferiority would increase as the underlying risk in the con-
trol increased. The same pattern was observed in the plots of 
true HRs of 0.95 and 1.05. Using the empirical non-inferiority 
margins chosen (HRs of 1.2, 1.35, and 1.5), the probability 
of rejecting the null hypothesis when the underlying control 
risk was less than 10% was small: 0.067, 0.131, and 0.224, 
respectively. Such probability increased as the underlying risk 
increased. The probability of rejecting the null hypothesis for 
true HR of 1, 0.95 and 1.05 is summarized in Table 1.

Effect measurement using DTKME

Compared with HR, the 95% upper limit of DTKME showed 
greater variability (Fig. 3). Shown in the fitted curve, the pre-
dicted 95% upper limits of DTKME gradually increased as 
the underlying risk increased and reached a maximum at an 

approximate control risk of 50%, and then decreased after-
ward. When we used the empirical non-inferiority margins, 
the probability of concluding non-inferiority would decrease 
as the underlying risk in the control increased. In such case, the 
probability of concluding non-inferiority was at a minimum 
when the control risk reached about 50%, and then increased 
as the control risk increased. The probability of rejecting the 
null hypothesis (HR = 1, 0.95 and 1.05) was reported in Table 
2. When the non-inferiority margin was 2.5%, the probability 
of rejecting the null hypothesis was low in all simulated sce-
narios. When the non-inferiority margin was 15%, DTKME in 
almost all simulated scenarios fell within in the margin.

Sensitivity analysis

For a larger sample size survival data (n = 2,000 and 10,000), 
the probability of rejecting the null hypothesis increased sub-
stantially for both effect measures. When we used shape pa-
rameter of 0.5 and 1 for the Weibull distribution, the trend 
of predicted HR and DTKME was similar to the base case 
analysis where shape parameter was 2. Also, the probability 
of rejecting the null hypothesis decreased for both effect meas-
ures with an increasing hazard of censoring (i.e. the number 
of events decreased accordingly). The results of the sensitivity 
analysis are summarized in Tables A1, A2 and A3 of Appendix 
3 (Supplementary 1, www.jocmr.org).

Discussion

The simulation and analyses

We aimed to simulate realistic time-to-event data, including 

Table 1.  The Probability of Rejecting the Null Hypothesis Using 
Hazard Ratio

Non-inferiority margin
Underlying risk in control group

< 10% 10-25% 25-75% > 75%
True hazard ratio = 1
  HR = 1.2 0.067 0.152 0.323 0.513
  HR = 1.35 0.131 0.323 0.684 0.903
  HR = 1.5 0.224 0.527 0.890 0.993
True hazard ratio = 0.95
  HR = 1.2 0.094 0.200 0.482 0.716
  HR = 1.35 0.194 0.413 0.790 0.968
  HR = 1.5 0.286 0.607 0.935 0.999
True hazard ratio = 1.05
  HR = 1.2 0.056 0.112 0.198 0.305
  HR = 1.35 0.104 0.252 0.544 0.771
  HR = 1.5 0.171 0.425 0.821 0.970

The probability of rejecting the null hypothesis is the same as the sta-
tistical power in our simulations.
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the recruitment period, time-to-censoring and period of clos-
ing out the trial. We chose Weibull distribution in the simula-
tions because it is the most commonly used distribution for 
time-to-event data. Yet, our findings can be generalized to gen-
eral condition and other distributions of time-to-event data. We 
used two-sided 95% CI, which has been most commonly used 
in NITs, as shown by empirical data. Thus, two-sided 95% CI 
in one NIT can also be used to assess superiority for explora-
tory purpose [15]. In addition, although the non-inferiority 
margin could be constructed using the synthesis method [13] 
and two-stage active control testing method [16], most trials 
used the fixed margin method, which often yield conservative 
estimate [13].

The trend of the probability of falling in the non-inferiority 
margin

Our study has shown that, besides the non-inferiority margin, 
the underlying risk in control arm and effect measures affected 
the probability of rejecting or not rejecting null hypothesis in 
an NIT. In particular, when the risk in control arm is low (e.g. 
< 10%), there is a noticeable discrepancy in concluding non-
inferiority between using an absolute measure (i.e. DTKME) 
and using a relative measure (i.e. HR). In those cases, the prob-

ability of rejecting the null hypothesis is rather low if HR was 
used, but it becomes much higher when DTKME was used. 
Furthermore, using the same effect measures, different under-
lying control risk can lead to different conclusions of NITs.

Now, we may come back to the motivating example, the 
TARGIT-A trial [4]. Using measure of DTKME, when the HR 
of two treatments was constant, the probability of rejecting the 
null hypothesis at underlying risk of 0.95% would be much 
greater than that of 6%, as shown in Figure 3. A longer follow-
up with a greater number of events could have changed the 
conclusion of this NIT [17].

Although it is difficult to recommend a particular effect 
measure for NITs for analyzing time-to-event data, the vari-
ability of measure by HR is smaller than that of KM, and the 
upper limit of 95% CI of HR will decrease as underlying con-
trol risk increases. However, when control risk is low (e.g. 
5%) and sample size is not very large, 95% CI of the upper 
limit of HR is likely to exceed a typical non-inferiority mar-
gin. Under this condition, DTKME would be a reasonable al-
ternative.

The present study did not intend to capture the situation 
with very low underlying risk, and the methods used to calcu-
late 95% CI may be not appropriate for rare events (e.g. < 5). 
Thus, we chose underlying risk of 3% and the expect number 
of event was 9 per group. McEvoy and Frimpong discussed the 

Figure 3. The upper limit of difference in two Kaplan-Meier estimators versus follow up time (true hazard ratio = 1). We randomly 
selected 1,000 out of 10,000 simulated trials in this plot, but the fitted line used the entire data. The horizontal line was an empiri-
cal non-inferiority margin, representing the difference in two Kaplan-Meier estimators of 10%.
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implications of rare events in the NIT setting [18].

Conclusions

When HR is the effect measure, the probability of conclud-
ing non-inferiority will increase as the underlying risk in 
the control group increases. When DTKME is the effect 
measure, the probability of concluding non-inferiority will 
decrease as the underlying risk in the control increases. In 
this case, the probability of concluding non-inferiority is at 
a minimum when the control risk reaches about 50%. When 
the risk in the control arm is less than 10%, the conclusion 
of a non-inferiority trial is sensitive to the choice of effect 
measure.
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