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Abstract
This study is conducted to build a multi-criteria text mining model for COVID-19 testing reasons and symptoms. The

model is integrated with a temporal predictive classification model for COVID-19 test results in rural underserved areas. A

dataset of 6895 testing appointments and 14 features is used in this study. The text mining model classifies the notes related

to the testing reasons and reported symptoms into one or more categories using look-up wordlists and a multi-criteria

mapping process. The model converts an unstructured feature to a categorical feature that is used in building the temporal

predictive classification model for COVID-19 test results and conducting some population analytics. The classification

model is a temporal model (ordered and indexed by testing date) that uses machine learning classifiers to predict test results

that are either positive or negative. Two types of classifiers and performance measures that include balanced and regular

methods are used: (1) balanced random forest and (2) balanced bagged decision tree. The balanced or weighted methods

are used to address and account for the biased and imbalanced dataset and to ensure correct detection of patients with

COVID-19 (minority class). The model is tested in two stages using validation and testing sets to ensure robustness and

reliability. The balanced classifiers outperformed regular classifiers using the balanced performance measures (balanced

accuracy and G-score), which means the balanced classifiers are better at detecting patients with positive COVID-19

results. The balanced random forest achieved the best average balanced accuracy (86.1%) and G-score (86.1%) using the

validation set. The balanced bagged decision tree achieved the best average balanced accuracy (83.0%) and G-score

(82.8%) using the testing set. Also, it was found that the patient history, age, testing reasons, and time are the key features

to classify the testing results.
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Text mining

1 Introduction

The pandemic of the novel SARS-CoV-2 Coronavirus

(COVID-19) has made big changes in the world. The

World Health Organization (WHO) declared a global

emergency on January 30, 2020, after the outbreak of

COVID-19 in China [1]. COVID-19 is recognized as an

acute respiratory virus because it attacks mainly the upper

respiratory system in the human body [2]. Many people

have died due to this highly contagious and deadly airborne

virus. The virus can spread very fast, and it can be trans-

ferred very easily from one person to another with a high

infection rate [3]. The outbreak of COVID-19 has created

many critical challenges and issues for public health,

research, and medical communities.

COVID-19 forced many countries to shut down their

operations as the virus put the lives of millions of people

around the world at high risk. Numerous studies continue

to be conducted in several areas to combat, control, reduce,

and contain the impacts and consequences of the COVID-
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19 virus. Many studies discussed different solutions and

issues related to COVID-19 in many areas such as trans-

portation, education, supply chain, economy, trade, and

politics. The next section is focused on the review of

papers that are relevant to our research topic in text mining

and machine learning applications.

2 Literature review

In the recent literature, numerous studies discussed various

predictive and text mining models related to COVID-19. A

large number of the discussed models focused on the pre-

diction of future cases of COVID-19 and hospitalization

rate for planning purposes. Countless predictive methods

and techniques were used to predict different variables

associated with the COVID-19 virus, such as machine

learning algorithms, logistic regression, correlation analy-

sis, and time-series analysis.

Several studies have focused on investigating the asso-

ciation between the mobility of people and the spread of

COVID-19. The authors of [4] studied the ramification of

control measures and human mobility on the COVID-19

pandemic in China using time-series correlation analysis.

They used real-time human mobility data that represents

the daily population travel from Wuhan to other cities in

China. They found that there is a clear association between

the growth rate of COVID-19 cases and the mobility (tra-

vel) before the control measures took place. The direction

and values of the correlation between the growth rate and

mobility changed after the implementation of containment

strategies. They concluded that the control measures

adopted by the government of China played a key role in

mitigating and reducing the spread of COVID-19. Another

study analyzed the effect of mobility on COVID-19 cases

[5]. They found that the density of cars, pedestrians, and

transit traffic impacted the spread of the COVID-19 with a

time lag of 15–20 days. This finding was obtained based on

a comparison of the global COVID-19 cases with changes

in the number of cars, pedestrians, and transit traffic.

Many studies have used machine learning and data

science methods and techniques to predict different factors

associated with COVID-19, such as number of cases,

number of required beds, hospitalization rate, and health-

care workers needed. Most models are developed using

SEIR (susceptible, exposed, infectious, and recovered) and

SIR (susceptible, infectious, and recovered) models, curve-

fitting models, agent-based simulation models, and

machine learning models [6]. One study did a compre-

hensive review of many papers that used machine learning

methods to predict the confirmed cases of COVID-19 [7].

They grouped the methods used into three categories: (1)

traditional and deep learning regression techniques, (2)

network analysis, and (3) social media and search-based

techniques. Also, they discussed the challenges of using

machine learning methods in this area. Another study used

machine learning to predict the trends of the COVID-19 in

both some individual countries and around the globe [8].

They used an integrated model of logistic regression and

the FbProphet time-series predictive model (non-linear

time-series forecasting model). The logistic regression

model is used to fit the cap of epidemic trend, and the

FbProphet model is used to predict the epidemic curve and

trend. Another paper used machine learning algorithms to

produce a 10-day projection of the number of new con-

firmed cases, number of recoveries, and number of deaths

[9]. They used multiple regression models including sup-

port vector machine (SVM), least absolute shrinkage and

selection operator (LASSO), and exponential smoothing

(ES).

Study [10] developed an integrated model using cloud

computing and machine learning to predict COVID-19

growth rate and trends. They developed an improved

machine learning mathematical model by fitting general-

ized inverse Weibull distribution using iterative weighting.

Also, they used a cloud computing platform for real-time

data to anticipate COVID-19 growth rates in countries

around the world. Study [11] developed a hybrid model of

two algorithms: (1) adaptive and network-based fuzzy

inference system algorithm and (2) perceptron-imperialist

multi-layered competitive algorithm to predict COVID-19

confirmed cases and death rates. They used data from

Hungary for their model. In study [6], the authors discussed

the effect of crucial and unprecedented factors and uncer-

tainties on predictive models for COVID-19 related num-

bers. They addressed and discussed the effect of hospital

settings and capacity, daily test capacity and rate, popula-

tion density, demographics, vulnerable people, and income

versus commodities (poverty). Also, they discussed the

development and importance of auto-tuned and dynamic

data-driven predictive models that are mathematically

proven.

A considerable number of studies discussed the use of

social media to extract the reported symptoms of COVID-

19 by people using text mining techniques. CDC identified

nine main symptoms for COVID-19 that include shortness

of breath (difficulty breathing), cough, fever, chills, repe-

ated shaking with chills, muscle pain, headache, sore

throat, and loss of taste or smell [12, 13]. One study ana-

lyzed the symptoms reported by people on Twitter using a

typical text mining framework [14]. They found that taste

disturbance, anosmia, and psychiatric issues are the most

common reported symptoms. Another research discussed

the use of tweets to extract the most common symptoms

reported by people using a standard text mining model

[14]. Also, the authors compared their results with the
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identified symptoms in other studies. They found that

fever, pyrexia, and cough are the most frequently reported

symptoms. Besides, they found that other mild symptoms,

such as anosmia and ageusia, are frequently reported. Paper

[15] used a symptomatology text mining approach to

analyze the symptoms reported by people on social net-

works in Colombia (Bogota). Also, the results of the study

can help in understanding the spread of COVID-19 and any

new variants.

In the literature, most of the machine learning studies

concerned with COVID-19 are focused on predicting the

key pandemic trends such as the number of confirmed

cases, the mortality and hospitalization rates, and the

number of recoveries. Also, the majority of the studies used

regression algorithms to predict those variables. Limited

research discussed the prediction of patients’ testing results

(either positive or negative) for COVID-19. Few studies

talked about using machine learning predictive models for

COVID-19 in rural areas. Besides, most of the text mining

models used standard techniques to analyze COVID-19

symptoms and test reasons. Limited research used text

mining to conduct population health analysis related to

COVID-19 in rural areas.

In summary, this research has two primary research

objectives: (1) develop a multi-criteria detection text

mining model to categorize COVID-19 testing reasons and

symptoms and conduct population health analysis and (2)

develop a temporal machine learning classification pre-

dictive model for COVID-19 patients testing results (pos-

itive/negative). The main contribution of this study is the

application of the models developed. Two different

machine learning techniques (text mining and classifica-

tion) were utilized to develop an integrated model that can

be preventative tool for COVID-19 in rural areas. The

results and models are tailored for primary care that works

with underserved populations. Also, the developed text

mining model can detect multiple testing reasons and

symptoms for COVID-19 in underserved communities.

Besides, the predictive model is designed to accurately

anticipate the test results of COVID-19 tests. This can help

medical centers to be proactive and educate patients if

there is a possibility that their test results are positive

especially when the laboratory results are delayed. To the

best of the authors’ knowledge, no paper has discussed or

developed such application and integrated model for pri-

mary care that works in rural areas.

3 Data and methods

The data used in this study are from an outpatient primary

care healthcare provider that works with underserved

populations in upstate New York, with a focus on COVID-

19-related appointments. The healthcare provider is the

Finger Lakes Community Health (FLCH). FLCH is a

federally qualified health center, and it has eight medical

centers located in the Finger Lakes area. In addition, FLCH

works and collaborates with two other medical centers in

upstate New York.

The dataset used in this study represents COVID-19

testing appointments at FLCH from March 2020 (i.e., start

of the pandemic) to April 2021. The dataset is collected

from the eCW electronic health record system (EHR) using

a structured query language (SQL). The dataset contains

6,895 appointments with 14 features and one binary label

representing the COVID-19 status. The features represent

patient demographics and appointment attributes such as

age, gender, race, appointment date, testing site, and testing

reason. The label represents COVID-19 testing results as

either positive or negative. The features and label details

are shown in Fig. 1. The ‘testing reason’ feature is the

unstructured text corpus used to develop the multi-criteria

detection text mining model for reasons and symptoms

categorization. This feature represents the notes written by

the schedulers about the test reasons conveyed by patients.

The unstructured feature will be replaced with the struc-

tured outcome of the text mining model to be used in the

predictive classification model for the test results.

This research was driven by the need to derive and

categorize COVID-19 testing reasons and symptoms from

an unstructured clinical text dataset and to predict COVID-

19 patients testing results. This will allow the decision

makers and clinical staff to get accurate insights into

COVID-19 in rural underserved communities and to better

assemble resources needed to serve these communities.

This study is carried out in two main phases. The first phase

focuses on building the multi-criteria text mining model for

COVID-19 testing reasons and symptoms. The second

phase focuses on building the temporal classification model

for COVID-19 test results. Figure 2 illustrates the

methodology flow chart for building both the text mining

and predictive models. Python 3.7 data science packages

Fig. 1 Features and label avalaibale in the dataset
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that include Scikit-Learn [16], Imbalanced-Learn [17],

NLTK [18], Pandas [19], Numpy [20], Category-Encoders

[21], Seaborn [22], Yellowbrick [23], and Matplotlib [24]

were used in this study.

The first model (first phase) is developed in three main

sub-phases that include the following: (1) initial text

preparation and exploration; (2) deep text wrangling using

text mining; and (3) text tagging and categorization. Each

sub-phase is carried out in several steps as explained later

in the manuscript. The model development flow chart is

explained and shown in Fig. 2a.

The first sub-phase is carried out in five steps. First, the

‘testing reason’ is used as the text corpus to develop the

text mining model. Second, the corpus is initially prepared

and cleansed. Third, the corpus is initially explored and

analyzed to look for trends and data flaws. Fourth, some

major misspellings and grammatical mistakes are identi-

fied. Finally, the identified mistakes are corrected to

remove serious text issues.

The second sub-phase is carried out in five main steps.

First, the corpus is tokenized by splitting each text into

individual words (smaller units of language). Second, the

tokenized texts are explored for patterns and flaws. After

(a) Multi-Criteria Text Mining Model Development

Based on expert domain knowledge and distinct frequency
analysis

Use ‘test reason’
feature in the

dataset as a text
corpus

Cleanse and
prepare the

initial text corpus

Explore and
analyze the

initial text corpus

Tokenize the
texts

Explore and
wrangle the

tokenized text

Lemmatize the
wrangled tokens

Explore and
wrangle the

lemmatized text

Remove the
‘English

Stopwords’

Measure &
analyze the
frequency
distinct

Define lookup
wordlists to

categorize each
text

Assign each text
to a vector of

categories using
the lookup
wordlists

Define
categories for
testing reasons

Each text can be
assigned to
multiple

categories

Split the texts
into small units

(words)

Return each
word to its base

form

Identify initial
flaws in the text

Fix the identified
flawsStart

(b) Predictive Model Development

Assess the
performance

using the testing
set

Train the
classifiers using
all the training

folds

Validate the
performance
using all the

validation folds

Hold out the
testing dataset
for evaluation

Split the dataset
into training/
validation and
testing sets

Start

Use stratified
shuffle split

Future testing
appointments

Conduct hyper
parameter

tuning using the
training set

Split the training
set using

stratified 10-fold
cross-validation

Best Parameters

Testing set

Future tests
prediction

Population
health
analysis

Predictive
Model

Development

Replace the
unstructured test
reason feature
with the new
structured one

A

Dataset update

A

Order the data
using the testing

date

Identify the most
frequent words

Data or process
feed arrow

Use balanced or
weighted

classifiers to
account for the
unbalanced data

Cleanse and
prepare the data

Training/validation set

Training/validation set

Testing set

Fig. 2 Methodology flow chart for building the multi-criteria text mining model (a) and the temporal classification predictive model (b)
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that, the tokenized corpus is wrangled based on the findings

of text exploration and analysis. Third, the wrangled corpus

is lemmatized where each word is returned to its original

form or root [18]. The lemmatization is conducted by

considering the parts of speech of each text. Fourth, the

lemmatized corpus is explored and wrangled as in the

previous step. Fifth, the English stopwords were removed

from the prepared corpus. Stopwords are commonly used

words, such as pronouns and auxiliary verbs, that search

engines ignore in their search inquiries [18]. The stopwords

are removed because they are not favorable; therefore,

space and processing time can be saved. This sub-phase is

critical for the categorization of test reasons and identifi-

cation of the look-up wordlists.

The third sub-phase is conducted in five steps. First, the

frequency of the words in the corpus is measured in which

the most common words are identified. After that, the

frequency distribution of the words is explored looking for

trends and insights. Second, the findings are reviewed by

the clinical team, which is a critical step to defining the

categories for test reasons and symptoms and their asso-

ciated wordlists. Nine categories are identified to classify

the test reasons and symptoms for COVID-19. Third, a

look-up wordlist is created for each category. The look-up

wordlists are used to tag each text to a vector of categories

as each appointment can be assigned or tagged to one or

multiple categories. For example, a patient can be tested

for multiple reasons, such as experiencing symptoms and

contacted by the health authorities. Fourth, the text mining

algorithm scans the corpus looking for the look-up words

to classify each appointment to one or more of the test

reasons categories. The mapping is done using a multi-

criteria tagging technique where each text is assigned to a

binary nine-digit vector and each digit represents a testing

category. If the text is tagged to a category in which the

corresponding digit will have a value of one; zero other-

wise. After finishing the tagging process, the vector will be

transformed to a multi-class one-digit vector similar to the

‘Label Powerset Transformation’ method [25, 26]. Finally,

the tagging and categorization outcome are used to create a

new structured categorical feature for the ‘testing reason’

that will be used in the population health analysis and

development of the predictive model in the second phase.

Table 1 provides the pseudocode for the multi-criteria text

mining algorithm.

The second model (second phase) is built on multiple

steps. The model development flow chart is illustrated in

Fig. 2b. The first step in building the model is preparing the

dataset where the missing data are handled, data errors are

corrected, outliers are evaluated, and data are converted

and encoded. After that, the dataset is ordered using the

testing date (converted to a numerical variable) and the

week number of the testing date to make the model

temporal. The wrangled dataset is split into two sets for

training, validation, and testing. The split is done using the

‘Stratified Shuffle Split’ approach (90%:10%). Also, the

training dataset is divided using the ‘Stratified K-fold

Cross-Validation’ approach (tenfold) to validate the per-

formance of the model. The two-way dataset division

allows the model to be tested in a two-stage manner. This

approach ensures the robustness and reliability of the

model.

The Stratified K-fold method is a robust and popular

validation and testing approach in machine learning

because it infuses the K-fold Cross-Validation and the

Stratified Shuffle Split approaches [16, 27–29]. This

method is well-founded to account for unbalanced labels

and biased data issues. The stratified folds are generated by

maintaining the percentage of samples of each class in each

fold as in the whole set [16, 30]. In this study, the division

was carried out using the percentage of each class to ensure

that the model addresses both classes properly (positive

and negative). The testing results label is unbalanced

because most patients tested negative (4.21% positivity

rate).

Two kinds of classifiers are trained: (1) balanced or

weighted classifiers and (2) regular classifiers (unbalanced

and unweighted). The balanced or weighted classifiers

work by resampling or giving weights to the classes. These

classifiers are designed to mitigate the issues of unbalanced

datasets [17]. Three balanced machine learning classifiers

are used: include random forest (RF), bagging decision tree

(BDT), and gradient boosting (GB). In addition, three

regular machine learning classifiers that included linear

discriminant analysis (LDA), K-nearest neighbor (K-NN),

and Gaussian process (GP) are used. Before the training

process, cross-validated hyperparameter tuning is done

using the ‘Random Search Optimization’ approach [31] to

find the best parameters for each classifier, if any. The

tuning process is done independently from training, vali-

dation, and testing. The tuning was conducted on the

training dataset. Table 2 provides the pseudocode for the

temporal predictive model algorithm.

The performance of the text mining model was evalu-

ated manually by the relevant stakeholders. For the per-

formance evaluation of the predictive model, six measures

are used: (1) accuracy, (2) F1-score, (3) recall (sensitivity),

(4) precision (positive predictive value), (5) balanced

accuracy, and (6) geometric mean score (G-score). The first

four measures are common in practice, so they were not

described in details in this paper. For more information

about the first four metrics, the reader is advised to refer to

[16, 32]. The last two measures are used to evaluate the

performance of classifiers on unbalanced datasets (bal-

anced and geometry performance measures). These metrics

can reveal any prediction issues of the minority class in
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favor of the majority class. The balanced accuracy is the

average recall attained for each class [33]. The G-score is

the root of the product of class-wise sensitivity, and it

equals the squared root of the product of the specificity and

sensitivity (recall) for binary classification [17, 34]. This

measure maximizes the accuracy of each class while bal-

ancing these accuracies. The final judgment and evaluation

of the model performance are based on the balanced and

geometry measures as they allow us to see the ability of the

model of detecting the minority class, which represents

patients with positive results. The focus is on avoiding

misclassifying positive results as negative (high risk). The

first four measures give more focus to the majority class

(negative patients). In the real world, the misclassification

of negative patients as positive (low risk) is tolerable.

Equations (1) and (2) are used to calculate the balanced

accuracy and G-score, respectively, as follows:

Balanced Accuracy ¼ 1

2

TP

TPþ FN
þ TN

TN þ FP

� �
ð1Þ

G� Score ¼
Yn
i¼1

Sensitivityi

 !1
n

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sensitivityclass1 � Sensitivityclass2

p
ð2Þ

where TP is the true positive, FN is the false negative,

TN is the true negative, and FP is the false positive. All of

them are calculated from the confusion matrix. The reader

is advised to refer to [35] for more details about these

terms. Also, the receiver operating characteristics (ROC)

analysis is used to evaluate the performance of one clas-

sifier (well-performing classifier) to provide better insights

into the reliability and robustness of the study results [35].

The ROC curve can ensure that the classifier is not ran-

domly predicting each class by measuring the true positive

rate (sensitivity or recall) against the false positive rate (the

complement of specificity). The closer the value of the area

under the ROC curve (ROC AUC) to one the better the

performance of the assessed classifier. The reader is

advised to refer to (Fawcett, 2006) for more details about

the ROC analysis and associated terms.

Table 1 A pseudo code for the multi-criteria text mining algorithm

7528 Neural Computing and Applications (2022) 34:7523–7536

123



4 Results and discussion

4.1 Phase 1: multi-criteria text mining model

This section discusses the findings of the first phase of the

study: building the multi-criteria text mining model for

COVID-19 testing reasons and symptoms. As discussed in

the data and methods section, the development of the

model was done in three sub-phases as follows: (1) initial

preparation and exploration of the corpus, (2) deep wran-

gling of the corpus using text mining, and (3) text tagging

and categorization.

In the first sub-phase, missing data were replaced with a

new category called ‘Unreported.’ Also, obvious errors and

issues in the data and text were corrected and validated

with the relevant stakeholders. For example, the entire text

corpus was converted to lower case. Another instance is

that numbers and special characters such as exclamation

and question marks were removed. Also, misspellings and

grammatical mistakes were checked and corrected. Addi-

tionally, all the COVD-19-related terms such as corona and

covid were standardized to one-term COVID in the corpus.

Another example is correcting commonly misspelled words

such as ‘fatigue,’ ‘asymptomatic,’ ‘sore throat,’ ‘diarrhea,’

and ‘dyspnea.’

In the second sub-phase, the unstructured corpus was

gradually deconstructed and converted to a dataset ready

for categorization and tagging. As explained in the data and

methods section, the text deconstruction and conversion

were carried out in three main steps: tokenization,

lemmatization, and removal of English stopwords. The

corpus was deeply explored and wrangled after each

deconstruction step in this phase to make sure that the

corpus was properly prepared for tagging. For example,

some acronyms and slang words were identified and

amended based on the exploration of the corpus. Another

instance is that less common and frequently misspelled

words, such as ‘malaise’ and ‘tightness,’ were detected and

corrected during the exploration and wrangling.

In the last (third) sub-phase, the testing reasons and

symptoms texts were categorized and tagged using look-up

wordlists. The prepared text corpus was analyzed using the

frequency distribution calculation. The frequency distri-

bution calculates the most frequent words in the corpus.

Figure 3 shows the top 25 common and frequent words in

the text corpus before (a) and after (b) cleaning the corpus.

It can be seen in Fig. 3a and b that the word ‘asymp-

tomatic’ is the most common. In addition, the frequency

and order changed before and after cleaning. For example,

the frequency of the word ‘asymptomatic’ increased after

Table 2 Pseudo code for the temporal predictive model algorithm
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cleaning the corpus. This step, along with the expertise of

the clinical staff, was critical to identify the categories and

wordlists for testing reasons and symptoms in the next

steps.

Nine categories were identified for the testing reasons

and symptoms according to the findings of the frequency

distribution analysis and discussion with the clinical team.

Each category is linked to a look-up wordlist that is used to

tag each testing reason and symptom in the corpus. Table 3

presents the main look-up words in the wordlists of the

nine categories. The complete wordlists were not included

due to space limitations and privacy concerns.

The ’asymptomatic’ category represents patients with no

symptoms. The ’constitutional’ category represents

patients with general fever, body, and flu-like symptoms.

The ’contract’ category represents patients who test fre-

quently based on a contract such as nursing homes. The

’gastro’ category represents patients with gastrointestinal

symptoms such as vomiting, nausea, diarrhea, stomach

aches, and abdominal pain. The ’neurology’ category rep-

resents patients with symptoms related to the nervous

system such as headache, dizziness, and loss of smell and

taste. The ’other/unreported’ category represents patients

who either did not report their symptoms, experienced

uncommon symptoms, such as rash and mental issues, or

were referred by other healthcare providers. The ’PHC’

category represents patients who were exposed or had

contact with other patients with COVID-19. The ’required

by the state, county, or work’ category represents patients

who are mandated to be tested to do a certain job. The

’respiratory and ENT’ category represents patients with

respiratory, ear, nose, and throat symptoms such as short-

ness of breath, sinus, sore throat, and congestion.

The last step in the third sub-phase is tagging each

testing appointment to a category or multiple categories by

mapping each text to the categories using the wordlists.

Each text can be assigned to more than one category

because testing appointments can be scheduled for several

reasons or patients can experience multiple symptoms.

Figure 4 illustrates the total frequency of each reason cat-

egory in the dataset where it measures how many times

each category appeared in the dataset. Figure 5 shows the

total frequency of the top 10 category combinations where

it measures how many times each category occurred alone

or with other categories (itemsets frequency). In Fig. 4, the

reasons and symptoms were counted individually. Figure 5

Fig. 3 Most frequent and common words (top 25) in the text corpus. a before cleaning the corpus; b after cleaning the corpus

Table 3 Main look-up words in

the wordlists of the nine testing

reasons and symptoms

categories

# Testing Reason Category Main Look-up Words

1 Asymptomatic Asymptomatic

2 Constitutional Body, aches, fever, fatigue, flu, weakness

3 Contract Contract

4 Gastro Nausea, vomiting, diarrhea, stomach, abdominal

5 Neurology Headache, smell, taste, dizziness

6 Other/Unreported/Referral Unreported, referral, mental, allergy, rash

7 Public Health Contact (PHC) Exposure, contact

8 Required by state, county, or work Mandatory, state, county, work, requirement

9 Respiratory/ENT Cough, congestion, sinus, breathing, lungs, throat
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is used to show what groups happen together more fre-

quently as some testing reasons and symptoms have some

association and correlation. In Fig. 5, the reasons and

symptoms were counted in itemsets like in the ‘Association

Rule mining’ method to check if there are any frequent

itemsets or combinations of reasons and symptoms. The

main difference between the two figures is that Fig. 5 is

developed to show frequency of itemsets that considers the

relationship and association between the groups of testing

reasons and symptoms.

As it can be noticed from Fig. 4, most patients experi-

enced no symptoms at all before testing. Besides, most

patients who experienced symptoms suffered from respi-

ratory and ENT issues more than any other type of

symptoms. This means that patients with respiratory and

ENT issues think they have COVID-19, but it does not

mean that they have it. Figure 5 shows that the constitu-

tional symptoms happen frequently with the ENT/respira-

tory symptoms where you cannot derive this insight from

Fig. 4 because Fig. 4 shows the frequency of each category

without considering the association with other groups.

Besides, Fig. 5 shows that many patients, who suffer from

symptoms before testing, are more likely to have ENT/

respiratory symptoms only. It should be kept in mind that

Figs. 4 and 5 do not imply that patients have COVID-19.

These figures show only the reasons why patients want to

be tested.

Figure 6 shows the positivity and negativity rates for

each testing reason and symptom category. The patients

who suffered from neurology and constitutional symptoms

are the most susceptible to COVID-19. Also, patients with

respiratory and ENT symptoms combined with constitu-

tional symptoms have a high positivity rate. Patients who

were contacted by the public health authorities because

they were exposed to other COVID-19 patients have a high

possibility to be positive for the virus. Patients who were

mandated (by contract, state, work, etc.) to get the test are

less likely to have the virus, which may mean that they are

very careful about being exposed to the virus.

Figure 7 shows the average age (years) of the top 10

combinations of testing reasons and symptoms categories.

It can be seen from the figure that age varies greatly with

the categories. This may indicate an association between

the variables.

Figure 8 shows the frequency of the top 10 combina-

tions of testing reasons and symptoms categories by eth-

nicity (a) and gender (b). It can be noted from Fig. 8a that

ethnicity does not largely differ among the categories. It

can be noted from Fig. 8b that the female gender domi-

nates all the categories except for the patients who were

contacted by public health authorities, which may indicate

that male patients are most likely to be exposed to COVID-

19 patients (e.g., potentially less careful about the social

distancing guidelines). The results are representative in the

rural populations in Upstate NY.

4.2 Phase 2: classification predictive model

This section discusses the results and findings of the second

phase of the study: building the classification predictive

model of the COVID-19 testing results. As discussed in the

data and methods section, the development of the model is

carried out in several steps: data preparation and splitting,

classifiers tuning, training and validation, and model

testing.

First, the dataset was cleaned and prepared to build the

classification model. The missing data in the categorical

features were replaced with a new class called ‘Unre-

ported.’ There were no missing data in the numerical fea-

tures. Data entry error mistakes, such as errors found in the

‘Race’ field (e.g., some patients entered their race as His-

panic although it is considered ethnicity), were also cor-

rected. The date features (date of testing and results) were

converted to be numerical features using the Pandas

package available in Python. The categorical features were

Fig. 4 Total frequency of each testing reasons and symptoms

category

Fig. 5 Total frequency of the top 10 testing reasons combinations
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converted and encoded to numerical variables using the

‘Target Encoding’ method [21, 36]. The encoder works by

using a blend of the posterior probability of the target label

given a specific categorical class and the prior probability

Fig. 6 Positivity and negativity rates for the top 10 combinations testing reasons and symptoms categories

Fig. 7 Average age (years) of the top 10 combinations of testing reasons and symptoms categories

7532 Neural Computing and Applications (2022) 34:7523–7536

123



of the target label over all the data. The numerical features

were checked for outliers; however, there were no outliers

in the numerical features such as the age field. The data

were then ordered using the testing date and the week

number to make it temporal. Dataset splitting for training,

validation, and testing is discussed earlier in the data and

methods section.

Second, the classifiers were tuned, trained, and vali-

dated. As discussed earlier, three balanced or weighted

classifiers (RF, BDT, GP) and three regular classifiers (K-

NN, LDA, and GP) were used in building the model. After

tuning the hyperparameter of each classifier, the parameters

were used to build and train the classifier to be validated

and tested. The classifiers were first validated using the

Stratified K-fold method and then tested using the holdout

testing set. Table 4 summarizes the six performance mea-

sures result for each classifier used using the validation and

testing sets. (Lowest numbers are highlighted in red.) As

shown, the weighted and balanced classifiers outperformed

regular classifiers using the balanced and geometry per-

formance measures (balanced accuracy and G-score). The

regular classifier performed poorly using the balanced and

geometry measures. On the other hand, the regular classi-

fier outperformed the weighted and balanced classifiers

using the remaining performance measures. This means

that the regular classifier can detect only the majority class

without the ability to see the minority class effectively. The

weighted and balanced classifiers can detect both classes

effectively and accurately. Another thing that can be

noticed is that all the classifiers performed with higher

consistency using the testing set (lower STD) than the

validation set. However, the performance measures are

slightly higher using the validation set than the testing set.

For the balanced or weighted classifiers, all three clas-

sifiers showed satisfactory stable performance using the

validation and testing sets. The standard deviation of the

classifiers is less than 4%, which indicates consistent and

stable performance. BDT classifier has the best overall

performance among all balanced or weighted classifiers, as

discussed earlier. The GB classifier has the worst perfor-

mance using the balanced and geometry performance

measures, which means the classifier is less effective in

classifying the minority class. On the other hand, the RF

classifier has the best balanced and geometry performance

measures using the validation set (85.8 and 85.8%,

respectively), and the BDT classifier has the best balanced

and geometry performance measures using the testing set

(83.0 and 82.8%, respectively). The RF classifier achieved

a balanced accuracy 13.9% higher than the best standard

classifier (LDA) using the testing set. Also, the RF clas-

sifier achieved a G-score 18.5% higher than the best stan-

dard classifier (LDA) using the validation set. The BDT

classifier achieved a balanced accuracy 9.1% higher than

the best standard classifier (K-NN) using the validation set.

Fig. 8 Frequency of the top 10 combinations of testing reasons and symptoms categories by a ethnicity and b gender
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Also, the BDT classifier achieved a G-score 13.1% higher

than the best standard classifier (K-NN) using the testing

set. Overall, RF and BDT have a great ability to accurately

detect the minority class.

For the standard classifier, they showed satisfactory and

stable performance using the regular measures and per-

formed poorly using the balanced and weighted measures.

The GP classifier had the worst measures using both the

validation and testing sets among all the regular classifiers.

K-NN and LDA classifiers have almost similar perfor-

mance using both sets and all measures. As aforementioned

in the data and method section, the final model evaluation

is based on the balanced and geometry measures because

they can show us the ability of the classifiers to accurately

detect the minority class. Those measures can reduce the

risk of misclassifying positive results as negative, which

means patients with COVID-19 are effectively detected.

Accordingly, the RF and BDT are chosen as the best per-

forming classifiers and, consequently, are now being used

in the real-time model at the medical center (FLCH).

Figure 9 shows the ROC curve for the BRF classifier. It

can be noticed that the performance of BRF is highly sat-

isfactory. The BRF classifier can detect both classes with

high accuracy. The average, micro-, and macro-AUC val-

ues for both classes are higher than 92%, which indicates

that the classifier can accurately predict both classes (per-

fect diagnostic ability). Figure 10 shows the probability

distribution of the predicted values in the testing set using

the BRF classifier. It can be seen that a large proportion of

the probabilities of the predicted values are closer to one,

which indicates that the classifier has high confidence in

predicting the cases in the testing set. There are few cases

where the probability is almost equal for both classes,
which indicates that the classifier is unsure about them

(gray area).

Table 4 Performance measures result for each classifier. STD stands for standard deviation

Balanced & Weighted Classifiers Standard Classifiers

Measure Value (STD) RF BDT GB K-NN LDA GP

Validation Accuracy 86.8% (1.0%) 89.2% (1.6%) 94.7% (0.8%) 96.7% (0.6%) 96.6% (0.5%) 95.0% (0.7%)

Balanced Accuracy 86.1% (2.3%) 85.8% (2.4%) 77.2% (3.1%) 70.8% (3.9%) 71.9% (3.7%) 63.5% (4.7%)

F1-Score 90.2% (0.6%) 91.7% (0.8%) 95.1% (0.6%) 95.5% (0.6%) 96.4% (0.6%) 94.6% (0.8%)

Recall 86.8% (0.3%) 89.1% (1.6%) 94.7% (0.8%) 95.7% (0.6%) 96.6% (0.5%) 95.0% (0.7%)

Precision 96.0% (0.3%) 96.0% (0.2%) 95.6% (0.5%) 95.4% (0.6%) 96.3% (0.5%) 94.3% (0.9%)

G-Score 86.1% (2.4%) 85.8% (2.4%) 75.1% (3.9%) 66.1% (5.4%) 67.3% (5.1%) 54.7% (8.3%)

Testing Accuracy 86.8% (0.4%) 89.3% (0.6%) 94.7% (0.8%) 96.4% (0.3%) 96.3% (0.0%) 96.1% (0.3%)

Balanced Accuracy 82.1% (0.2%) 83.0% (0.7%) 75.0% (2.4%) 73.9% (1.7%) 68.7% (0.0%) 65.8% (2.7%)

F1-Score 90.8% (0.3%) 91.7% (0.4%) 95.0% (0.6%) 96.2% (0.3%) 95.9% (0.0%) 95.5% (0.4%)

Recall 86.8% (0.4%) 89.3% (0.6%) 94.7% (0.8%) 96.4% (0.3%) 96.3% (0.0%) 96.1% (0.3%)

Precision 95.4% (0.0%) 95.6% (0.1%) 95.4% (0.4%) 96.1% (0.3%) 95.7% (0.0%) 95.3% (0.5%)

G-Score 81.9% (0.2%) 82.8% (0.8%) 72.3% (3.1%) 70.3% (2.3%) 62.9% (0.0%) 58.4% (4.2%)

Fig. 9 The ROC curve for the BRF classifier

Fig. 10 Predictions probability distribution for each class in the

testing set using the BRF classifier
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Figure 11 shows the importance of each feature in the

dataset relative to the target label (testing results) using the

BRF classifier. BRF was used because it performed well

with great stability and it has the feature importance

characteristic [37]. It can be seen from the figure that the

most important features for the detection and classification

of the testing results are patient history, age, and testing

reasons and symptoms (higher than 10% relative impor-

tance compared to other features). Also, it is worth men-

tioning that the date features can influence the prediction of

the testing results, which may indicate that there is some

association or correlation between the time and testing

results. Besides, the laboratory feature can be considered

an important feature to the BRF classifier.

5 Conclusions and future work

The COVID-19 pandemic has put many lives in danger and

affected the world negatively in many ways. There is

indeed a need to fight this pandemic by all means and in all

areas. Most of the relevant studies are focused on pre-

dicting the key pandemic trends such as the number of

confirmed cases, the mortality and hospitalization rates,

and the number of recoveries. This study is conducted to

build a multi-criteria text mining model for COVID-19

testing reasons and symptoms integrated with a temporal

predictive classification model for COVID-19 test results in

rural underserved areas. A dataset of 6,895 testing

appointments and 14 features is used in this study.

The text mining model classifies the notes related to the

testing reasons and reported symptoms into one or more

categories using look-up wordlists and a multi-criteria

mapping process. The model converts an unstructured

feature to a categorical feature that is used in building the

temporal predictive classification model for COVID-19 test

results and conducting some population analytics. The

classification model is a temporal model (ordered and

indexed by testing date) that uses machine learning clas-

sifiers to predict test results either positive or negative.

Two types of classifiers are used, which include balanced

classifiers (random forest, bagged decision tree, and gra-

dient boosting) and regular classifiers (K-nearest neighbor,

linear discriminant analysis, and Gaussian process). The

balanced or weighted methods are used to address and

account for the biased dataset and imbalanced target label

and to ensure correct detection of patients with COVID-19

(minority class). The model is tested in a two-stage manner

using validation and testing sets to ensure robustness and

reliability.

All classifiers showed stable consistent performance

with low standard deviation: Most of the measures’ stan-

dard deviations were less than 5%. Nevertheless, the bal-

anced classifiers outperformed regular classifiers using the

balanced performance measures (Balanced accuracy and

G-score), which means that the balanced classifiers are

better at detecting patients with positive COVID-19 results.

The balanced random forest achieved the best average

balanced accuracy (86.1%) and G-score (86.1%) using the

validation set. The balanced bagged decision tree achieved

the best average balanced accuracy (83.0%) and G-score

(82.8%) using the testing set. Also, it was found that patient

history, age, testing reasons, and time are the most

important features to predict the testing results.

The findings of this research are promising for outpa-

tient primary care providers working with underserved

communities. One major limitation of this study is the

reliability of the used data. Some of the patients reported

inaccurate or incomplete data. For future work, other

machine learning algorithms such as convolutional deep

learning neural networks will be considered. Also, the

look-up tables will be continuously updated for accurate

text tagging. Finally, the model will be real-time, and it

will be connected to the EHR system.
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