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Abstract

In this review paper, I outline the principles of the cohort as a sampling frame and

provide a basic introduction to the cohort study design and the case–control study

design, two of the most important designs in the pharmacoepidemiologist's toolbox.

Further, I discuss when to prefer one design over the other. The paper is intended as

a primer for people new to the field of pharmacoepidemiology and contains a range

of suggestions for additional reading regarding the study designs and related epide-

miological topics.
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Key points

• The cohort and case–control study designs are the two most central designs in phar-

macoepidemiology. The proper use of both these designs requires an understanding of the

cohort as a sampling frame.

• The cohort study compares the rate of outcome events (or other outcome metrics) among

those exposed to a drug (or other exposure) to the rate among individuals not exposed to the

drug or exposed to a comparator drug.

• The case–control study design compares the use of a drug (or other exposure) among those

with a disease (cases) to the use of the drug among controls. The controls represent the

background use of the drug in the population from which cases arise.

• The cohort and case–control study designs have distinct advantages that makes them partic-

ularly useful in different scenarios. Importantly, however, when properly designed and inter-

preted, the two designs will yield similar results and should be considered equal.

1 | INTRODUCTION

Pharmacoepidemiology is the study of use and effects of medications

on a population basis.1 Effects of medications can be assessed using a

wide variety of formalized study designs spanning from the cross-

sectional and ecological designs over the cohort and case–control

designs to the large and growing family of self-controlled designs.2

New designs as well as extensions of existing ones are continuously

added to the pharmacoepidemiologist's armamentarium, such as the

trend-in-trend design3 or the case-time-control extension4 of the self-

controlled case-crossover design.5 In parallel, emerging methods

enables the pharmacoepidemiologist to not only assess associations

but also to provide direct estimates of the causal link between an

exposure and an outcome.6 All of this allows

pharmacoepidemiologists to tread new ground. However, to utilize

these new opportunities, it is essential to establish and maintain an

understanding of the core concepts in pharmacoepidemiology7 upon

which they are built. In this paper, I will therefore outline the
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principles of the cohort as a sampling frame and give a basic introduc-

tion to the two most common pharmacoepidemiological study

designs: The cohort study design and the case–control study design.

2 | WHAT IS A COHORT?

A cohort denotes a group of individuals fulfilling a set of cohort-

defining criteria. As examples, a cohort could comprise initiators of a

specific antidiabetic drug within a given time period, males using two

or more antihypertensive drugs, or inhaled steroid users that do not

have a diagnosis of chronic obstructive pulmonary disease (COPD).

2.1 | Types of cohorts

In some cohorts, each individual is able to enter only once. This is

sometimes referred to as a “closed” (or static) cohort and could, for

example, be a cohort of children born to mothers using psychotropics,

who are followed for the first year of their life. In other cohorts, indi-

viduals can go in and out of the cohort. This is sometimes referred to

as an “open” (or dynamic) cohort and could for example be a cohort

of current users of the anticoagulant drug warfarin. Warfarin use can

be episodic, and as such the same individual might join the cohort for

example a year, after which use is stopped and the individual is there-

fore censored from the cohort, only to rejoin the cohort later upon

reinitiating warfarin. Another definition of “open cohorts” is that more

individuals can join over time, while “closed cohorts” only include par-

ticipants that were included when initial follow-up begins (e.g., the

Framingham Heart Study8). No real consensus exists on the nomen-

clature around closed/open or static/dynamic cohorts. As such, these

terms can reasonably be avoided in favor of clear and transparent

descriptions of how the boundaries of one's cohort are defined.

2.2 | Person-time

One of the main epidemiological units of interest is the concept of

person-time. Person-time, or follow-up time, refers to the time that

individuals contribute to an analysis. Person-time is often measured in

units of person-years but can also be counted as person-months or

-days or any other time unit. An analysis that includes 10 person-years

of follow-up can stem from one individual followed for 10 years,

10 individuals each followed for 1 year, or 872 individuals followed

on average 4.2 days. While a cohort was defined as a group of people,

the focus is most often on the amount of person-time rather than the

number of individuals. Consider an analysis of the occurrence of an

adverse event with the use of a drug. This could for example be hypo-

glycemia with use of an antidiabetic medication. To allow comparison

with other studies or another cohort, we should standardize the num-

ber of events to the amount of time spent using the drug. If we

observe more users or observe each user for longer time, the finding

that more events occur is neither surprising nor informative. Rather,

we are interested in the rate of events, that is, the number of events

per unit of person-time. If events are confined to occur within a nar-

row time window, however, we would be more interested in the risk

within that time window, rather than the rate over an extended time

period. In a study of the occurrence of congenital malformations after

drug exposure during pregnancy, the measure of interest would be

the proportion of children with a malformation (at birth) and not the

rate of malformations per year, because the time window for a malfor-

mation to occur is narrow and after it ends no more malformation can

occur. Similarly, in a study of the 30-day risk of seizures following vac-

cination, we would be interested in the proportion experiencing the

outcome within the 30-day risk window (cumulative risk proportion)

and not the rate of the outcome. Nevertheless, a thorough under-

standing of the concept of person-years and how an individual's expe-

rience can be mapped over time, is central to the understanding of

epidemiology and key to avoid some of the most important and com-

mon biases in epidemiological studies.9,10

3 | THE COHORT STUDY DESIGN

The cohort study design is the most commonly used study design in

pharmacoepidemiology. The cohort design is a design, in which you

compare the rate or risk of events, or some other relevant outcome

metric, between two or more cohorts. This way, you obtain a measure

of increased, decreased or unaffected risk with use of a given drug or

other intervention. As an example, this could be comparison of the

rate of bleedings among users of two distinct anticoagulants or

between high- and low-dose users of the same drug. In phar-

macoepidemiology, cohorts are often defined by initiation of a given

drug. However, non-user cohorts are also commonly used as refer-

ence, and so is “previous use,” that is, comparison of person-time

exposed to a drug to person-time from previous-but-not-current users

of the drug. The choice of what comparator to use is arguably the

most important decision in the design of a cohort study, with the opti-

mal choice being heavily dependent on the study question under scru-

tiny and requiring insight into the clinical practice within the specific

condition being studied.

3.1 | Follow-up

The first step to the design (and reporting) of a cohort study is to out-

line exactly which individuals are followed from when to when, that

is, to define the cohort or cohorts. First, the cohort entry date is

defined by the date upon which an individual meets all the cohort

defining criteria, which as mentioned is often anchored on the date

that an individual begins using a given drug. It can, however, also be

January 1st of a given year among prevalent users of a drug, the date

an individual fills his/her second prescription for a given drug, the date

of diagnosis of a particular disease, or any other definition for that

matter. Among those meeting the cohort entry criteria, some will be

excluded because they meet various exclusion criteria. This often,
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although not always, involves exclusion of individuals that have previ-

ously experienced the outcome under study. Study patients are

followed from their entry date until the earliest of a number of stop-

ping criteria. This stopping date could be the last date of the data that

is available, developing the study outcome, meeting an exclusion or

censoring criterion, migrating, or dying.

Note that the cohort entry date and “start of follow-up” do not

have to be identical. In a study of cancer as a side-effect to drug treat-

ment, it would be reasonable to only include follow-up time starting

several years after the drug is initiated, as it is unlikely that any

increased risk would manifest shortly after drug initiation. Here, an

individual could enter the cohort upon drug initiation, but only con-

tribute person-time to the rates measured in the study from for exam-

ple year three after start of treatment and onwards. Conversely, in a

study of analgesics and risk of gastrointestinal bleeding, the increased

risk is immediate, and follow-up should thus start upon treatment ini-

tiation and further be stopped again shortly after treatment is

stopped, as it is unlikely that the effect of the drug will persist after

the treatment is stopped. Overall, ensuring a pharmacologically and

clinically relevant exposure assessment and definition of follow-up is

central to the design of any cohort study.

3.2 | Outcome metrics

Once the cohort and follow-up definitions are settled, the actual out-

comes and the total amount of follow-up can be tallied. What out-

come metric is used will depend on the given study, but often it is

incidence rates, that is, the rate of events per person-time, in each of

the groups you are comparing. It could also be risk proportions or any

other measure of frequency. How to obtain the actual measures of

association, that is, what statistical models or assumptions are invoked

and which are more appropriate in the context of a given study, is

beyond the scope of this paper. However, with the cohort design you

will generally be able to estimate measures of relative risk increases,

such as hazard ratios (HR) or incidence rate ratios (IRR). You can usu-

ally also estimate absolute risk increases, for example the incidence

rate difference (IRD) or risk difference, which are important measures,

as they are generally more relevant to clinical decisions and public

health planning.11

3.3 | Confounding

Confounding is the confusion of causes and is best illustrated with an

example. Consider a comparison between use of two antidiabetics on

the risk of developing heart disease. If one antidiabetic is preferred

for older patients, and as old age is a risk factor for heart disease, it

will result in a spurious association between use of this drug and car-

diovascular disease if age is not taken into account in the comparison.

Here, age act as a confounder.

Confounding constitutes a key challenge in all observational

research. A full account of the mechanisms through which

confounding can arise is outside the scope of this paper. A useful

introduction to confounding is provided by Gerhard.9 Numerous

methods can be applied to handle confounding in cohort studies,

examples of which include (i) statistical modeling (adjusting for poten-

tial confounders as part of a regression), (ii) methods using summary

confounding variables (most often either matching or weighting on

the “propensity score”12), (iii) use of active comparators13 or

(iv) restriction or stratification.14 Proper consideration and handling of

confounders, either through these common techniques or other crea-

tive solutions, is central to ensure the validity of any cohort study.

3.4 | Immortal time bias

In defining the follow-up for the individual, care must be taken not to

“condition on the future.” Consider, as an example, a study on the

effect of a medication initiated after hospital discharge. The patients

can be divided into users and non-users of this drug based on whether

they fill or do not fill a prescription within 30 days from discharge.

However, if they are divided as such yet are followed from the date of

hospital discharge, you will have conditioned on the future. Consider

a patient that fills his first prescription on day 20. If this individual is

followed as an exposed individual from the day of discharge, the first

19 days are incorrectly classified as being exposed. The bias that

arises from such misclassification is often referred to as “immortal

time bias,” as the person-time that is classified based on the patient

doing something in the future can be considered “immortal” (had the

patient died, the future exposure would not have happened). This

dilution of one cohort with “immortal time” confers a strong bias,

most often in favor of the treatment.

Time-related biases also exist in other forms outside the specific

concept of immortal time bias. Such biases, for example conditioning

on the future, are common and can result in strongly biased estimates.

For a detailed introduction to time-related biases, see Suissa and

Dell'Aniello.15

3.5 | Examples

Here, I provide four applied examples of cohort studies that illustrate

some of the issues outlined above.

3.5.1 | Methylphenidate during pregnancy and
malformations

To investigate the potential association between use of methylpheni-

date during the first trimester of pregnancy and risk of congenital mal-

formations in the offspring, a cohort study was conducted.16 Data

was primarily obtained from the Danish Medical Birth Registry17 and

the Danish National Prescription Registry.18 Women using methyl-

phenidate during first trimester, as evaluated based on prescription

fills, were compared with women not using methylphenidate during
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pregnancy, and in a sensitivity analysis with women that had previ-

ously used methylphenidate. Malformations were assessed at birth,

and no follow-up time for the infant was defined. Potential con-

founding was addressed using propensity score matching to increase

comparability between methylphenidate users and non-users. Methyl-

phenidate was not found to be associated with malformations.

3.5.2 | Digoxin use and breast cancer risk

To investigate whether use of the antiarrhythmic drug digoxin

increases the risk of breast cancer, a cohort study was carried out.19

Data was obtained from the Nurses' Health Study,20 a prospective

established cohort. Exposure to digoxin was collected via telephone

interviews and self-reported breast cancer outcomes was confirmed

by review of medical records. The study identified 5004 digoxin users

during 1.05 million years of person-time. Use of digoxin was associ-

ated with a 45% increased rate of breast cancer compared with

person-time among individuals having never used digoxin.

3.5.3 | Antidiabetics and risk of gout

To investigate whether the use of SLGT2 inhibitor antidiabetics was

associated with risk of gout, a cohort study was conducted.21 Data

were obtained from IBM MarketScan,22 a US nationwide commercial

insurance database. New users of SGLT2 inhibitors were compared

with new users of another antidiabetic (GLP1 agonists). The use of an

active comparator, indicated at a similar stage of disease, alleviated a

central confounder, as diabetes is in itself associated with risk of gout.

Comparison of users of SGLT2 inhibitors with non-users would thus

result in a confounded comparison. Further comparability was

achieved using propensity score matching. Each individual was

followed from treatment initiation until a study outcome, end of study

period, death, or discontinuation of index medication. SGLT2 inhibitor

use was associated with a 36% decreased relative risk of gout.

3.5.4 | Warfarin switching and risk of bleeding

To investigate a safety signal that switching from branded to generic

warfarin was association with an increased risk of bleeding, a cohort

study was conducted.23 Data was primarily obtained from the Danish

National Patient Registry24 and the Danish National Prescription Reg-

istry.18 First, a cohort was constructed comprising all warfarin users

during a specific time-period. As the safety signal specifically related

to “recent switch from branded to generic warfarin,” each warfarin

user had his/her person-time mapped out regarding whether switches

occurred. The main analysis compared person-time classified as

“recent switch to generic warfarin”, defined as 60 days following a

switch, to person-time classified as “continuous use of branded warfa-

rin.” No increased risk of bleeding was observed with switching to

generic warfarin.

3.6 | Cohort study design visualization

The design of a cohort study can be visualized using the design dia-

grams developed by Schneeweiss et al25 made easily accessible via an

online tool developed by Lund et al.26 An example of such a diagram

is provided in Figure 1, outlining the design of the cohort study inves-

tigating the association between use of antidiabetics and risk of gout

described above.

3.7 | Suggested further reading

For further reading on the cohort study design, I refer to the paper by

Lund et al13 on the active comparator, new user cohort study design.

For an introduction to the “target trial” approach, that is, where

cohort studies are explicitly designed to mirror the corresponding trial,

I refer to the paper by Dickerman et al.27

4 | THE CASE–CONTROL STUDY DESIGN

The case–control study design is another central study design in phar-

macoepidemiology. The case–control design is based on a comparison

of the use of a drug among those with the disease (cases) to the use

of the drug among people without the disease (controls). This could

for instance be the use of anticoagulants among individuals with

bleeding (cases) compared with the use of anticoagulants among pop-

ulation controls. Importantly, while use of medicine is compared

between cases and controls, the underlying comparison is identical to

that of the corresponding cohort study, that is, a comparison between

use of a given drug and either non-use of the drug or use of another

drug. In fact, a case–control study can in many ways be considered

equivalent to a cohort study, with the controls representing a sample

of the person-time from the underlying cohort study.

Originally, the case–control study was conceptualized due to its

efficiency, allowing analyses where cohort studies could not be done,

for example, due to lack of the data availability, costs related to data

collection (especially in studies with long follow-up), or computational

constraints. With emergence of better data sources and increases in

computational power, some of these advantages are diminishing.

However, the case–control study design has evolved since its early

years and still has a place in pharmacoepidemiology.28

4.1 | The underlying cohort

When thinking about and designing case–control studies, one should

always keep in mind what the corresponding cohort study would look

like. If a cohort study investigates whether the risk of prostate cancer

is associated with use of warfarin compared with non-use of warfarin,

then the corresponding case–control study should compare propor-

tions of warfarin use among prostate cancer patients (cases) with

those among population controls. If the intention is to look at long-
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term effects only, the cohort study would include individuals into the

exposed cohort at the time of having accumulated for example 5 years

of warfarin use. In that case, the use metric in the corresponding

case–control study should change accordingly to the proportion with

5+ years of use of warfarin among cases and controls. Finally, if the

intent is to compare long-term users with short-term users (e.g., to

handle confounding), the cohort study would only include individuals

that have at some point used warfarin, and correspondingly, in the

case–control study both cases and controls should be sampled among

warfarin ever users, comparing the proportion with long-term use

among cases and controls. These examples all describe the concept of

the underlying cohort.

When, as in the last example, cases and controls are sampled from

a well-defined population, the case–control study is referred to as

“nested” (here within warfarin ever users). Technically, all case–control

studies can be viewed as being nested within a source population

although this source population is not always explicitly defined nor

fully available. However, specifically nesting a case–control study for

example within ever users of a drug or individuals with a specific diag-

nosis can be used to increase the comparability between exposed and

unexposed individuals (no among cases and controls) and thus counter

potential confounding. Another feature of nested case–control studies,

although less often used, is that it is possible to also estimate measures

of absolute effects if the full underlying cohort is available. In brief, this

can be done by estimating the rate of the outcome under scrutiny

among unexposed individuals and then multiplying this by the

observed odds ratio (OR). If the rate of an event among unexposed

individuals is 2.0 per 1000 person-years and the observed OR is 3, the

rate must thus be 6.0 per 1000 person-years among the exposed and

thus the absolute effect size is 4.0 per 1000 person-years. Additional

methods to estimate absolute effects in nested case–control studies

has been described in more detail by Hallas et al.29

4.2 | Case and control selection

Cases are defined by a given outcome of interest, for example,

patients receiving a prostate cancer diagnosis, admitted due to upper

gastrointestinal bleeding, or dying. The date of experiencing this out-

come (e.g., the date of admission during which the diagnosis is

received) is considered the index date. Cases should represent out-

come events from the underlying cohort, that is, events that would be

included as outcomes in the corresponding cohort study. As such, any

criteria that would either lead to exclusion or censoring from the

cohort study should also act as exclusion criteria for cases in a case–

control study, evaluated at the index date.

A common misconception is that controls should be considered

as the opposite of cases, that is, that they represent the individuals

Follow−up window
Days [0;1095 | Event | Censoring]

Exclusion assessment window
(Gout, urate lowering therapy, cancer)

Days [−Inf;−1]

Covariate assessment window
(Hospital diagnoses, prescriptions)

Days [−365;−1]

Covariate assessment window
(Age, sex)
Days [0;0]

Eligibility assessment window
(Year 2013−2018)

Days [0;0]

Cohort entry date

(Initiation og SGLT2−I or GLP1−RA)

Day 0

−600 −300 0 300
Time (days)

F IGURE 1 A graphical representation of the study design of the cohort study “Assessing the Risk for Gout With Sodium-Glucose
Cotransporter-2 Inhibitors in Patients With Type 2 Diabetes: A Population-Based Cohort Study.” by Fralick et al.21 The design diagram follows
the concepts outlined by Schneeweiss et al25 and it is created using the online tool provided by Lund et al.26
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without the disease (non-cases). This is incorrect. Rather, controls rep-

resent the background population from which cases can arise. Con-

trols should therefore be sampled so that they are a representative

sample of the underlying cohort. Importantly, this means that individ-

uals should be eligible for sampling as controls at a given date even if

they later become cases, as they, before meeting the case definition,

represent the underlying cohort from which cases arise. Further, this

means that the exact same in- and exclusion criteria should be applied

to both cases and controls, with the additional criteria that previous

history of the case-defining event should also lead to exclusion of

controls.

Ensuring that controls are sampled so that they can be considered

a representative sample of the underlying cohort can be achieved in

different ways. The simplest approach is to provide all individuals in

the study with a randomly selected index date during the study period.

All controls are then evaluated for eligibility at this date and those

found ineligible are excluded from the study. Another approach

involves matching of controls to cases on for example sex and

birth year. The index date for the controls is inherited from the

corresponding case, thus ensuring matching on calendar time as well.

After eligibility criteria are applied, a random subset of eligible controls

is selected, for example 5 or 10 for each case. This approach is typically

referred to as risk-set sampling. For both of these approaches, the

probability of being selected as a control correlates with the individ-

ual's contribution of person-time to the underlying cohort.

4.3 | The table 1 fallacy

Most readers of medical literature are used to reading papers

reporting on randomized controlled trials. In such studies, the classic

table 1 describes the baseline characteristics of the two arms, to allow

the reader to judge that the randomization has worked as intended,

that is, has left the two groups comparable. In cohort studies, a similar

table 1 can be presented showing the characteristic of the groups that

are compared. In a case–control study, however, table 1 usually

describes the characteristics of cases and controls. Importantly, these

are not expected to be similar, nor is similarity a prerequisite for valid

inferences in the study. In fact, as cases represent those with the out-

come of interest, one should expect any risk factor for the disease to

be more prevalent among the cases than among the controls. This at

times lead to misunderstandings among readers unfamiliar with the

case–control design and can thus constitute a barrier to the presenta-

tion of such studies. One potential solution is to add two additional

columns to the table 1 describing exposed and non-exposed controls,

which corresponds to the underlying comparison that is made.

4.4 | Outcome metrics

The outcome measure from a case–control study is an odds ratio

(OR) obtained for example using logistic regression. When using one

of the two sampling methods outlined above, or any other method

that satisfies the criteria that the controls represent the underlying

background population, this OR can be considered an unbiased esti-

mate of the IRR that would have been obtained in the corresponding

cohort study.30 When matching is used (e.g., by sex and age), condi-

tional logistic regression is often applied, which restricts comparisons

to within each riskset (i.e., a set of a case and its corresponding con-

trols), which effectively controls for confounding from these parame-

ters (see below), however, at the same time precluding assessment of

the association between these variables and the disease under study.

4.5 | Confounding

The most common approach to handling confounding in a case–

control study is adjustment for confounding variables in a regression

model. Conditional regression can be used to effectively control for

variables also used for matching. Considerations for what to adjust

for, that is, the identification and adjustment for potential con-

founders, follow the same principles as outlined for cohort studies

above. Further, as also noted above, nesting a case–control study

within a specific subpopulation, either to individuals with a specific

disease (e.g., individuals with diabetes or thyroid disorders) or those

using either the drug under scrutiny or an active comparator (effec-

tively resulting in an active comparator case–control study), can be

very effective in handling confounding and should be considered

whenever possible. Finally, case–control counterparts for more spe-

cialized approaches to confounder adjustment used in cohort studies

also exist but are generally less frequently used, for example use of

so-called “disease risk scores”31,32 which offer somewhat similar

advantages as propensity score models does in cohort studies.

4.6 | Benefits and risks with prevalent sampling

Characteristics of cases and controls are most often assessed at index

date, that is, at the date of outcome for cases and the date of sam-

pling for controls. This is at first glance different from cohort studies,

in which characteristics are most often assessed at time of cohort

entry. Assessing characteristics at time of sampling is, however, identi-

cal to using continuously updated (i.e., time-varying) assessment of

both covariates and exposure status in the corresponding cohort

study. Using time varying exposure and confounder assessment

comes with both benefits and risks. The main benefit is that continu-

ously updated covariates allow for a more detailed confounder assess-

ment and thus better confounder adjustment. If some patients are

followed for up to for example 15 years after treatment initiation,

using baseline characteristics assessed at treatment initiation will in

most cases lead to significant misclassification of actual patient char-

acteristics. The benefit of using information assessed later is particu-

larly pronounced in studies with long study periods where some

patients contribute with very long follow-up. However, time-varying

assessment of covariates also comes with risks. If the treatment under

scrutiny in itself affects some covariates (e.g., statin treatment
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affecting cholesterol levels), assessing these after treatment initiation,

and thus adjust for on-treatment covariates, will induce bias, in that

the effect of the intervention will be indirectly adjusted for and thus

all estimates will be biased toward seeing no difference. Use of time-

varying covariates in a cohort study, or the equivalent use of

covariates assessed at index date in a case–control study, should be

done with due consideration as to whether the covariates are

influenced by the treatment. In such cases, case–control studies can

be nested among ever users of the drug or drugs being studied, and

covariates can be assessed at treatment initiation instead of at

index date.

4.7 | Examples

Here, I provide four applied examples of case–control studies that

illustrate some of the issues outlined above.

4.7.1 | Antithrombotic drug use and risk of upper
gastrointestinal bleeding

To investigate the association between use of various classes of

antithrombotics and risk of upper gastrointestinal bleeding, a case–

control study was carried out.33 Cases were identified from hospital

discharge diagnoses and manually validated and matched to popula-

tion controls. Data on use of medicines were obtained from a regional

prescription database.34 Risks with use of individual drugs and combi-

nation treatment were identified, finding markedly increased risks in

particular with combination treatment. As the study was nested in a

geographically well-defined population (residents in Funen county,

Denmark), background rates of gastrointestinal bleedings could be cal-

culated, and from that the observed relative effect sizes (ORs) could

be translated into absolute risks with use of antithrombotics.

4.7.2 | Corticosteroid use and risk of orofacial clefts

To investigate the association between use of corticosteroids during

early pregnancy and the risk of orofacial clefts in the children, a case–

control study was carried out.35 The study was based on the National

Birth Defect Prevention Study, a manually assembled case–control

material with children with malformations (cases) and children without

malformations (controls). Exposure data to medicines as well as other

exposures was assessed via telephone interviews. No increased risk

of orofacial clefts was identified with use of corticosteroids.

4.7.3 | Statins and risk of rheumatoid arthritis

To investigate the putative protective effect of statins on risk of rheu-

matoid arthritis, a case–control study was carried out.36 Data were

obtained from the UK Clinical Practice Research Datalink.37 The study

was nested within a cohort of individuals initiating statin treatment.

Within this cohort, cases were defined as individuals receiving a new

rheumatoid arthritis diagnosis, with each such case matched to

10 controls on age, sex and calendar year, with subsequent adjust-

ment for among other things smoking, history of cardiovascular dis-

ease, and cholesterol levels, all assessed prior to statin initiation (not

index date). The main exposure was high-intensity statin use which

was compared with low-intensity treatment. The study found that

such high-intensity statin use was associated with a decreased risk of

rheumatoid arthritis.

4.7.4 | Hypothesis-free screening for drug-cancer
associations

To identify new signals for carcinogenic or chemopreventive effects

of prescription medicines, an exploratory high-throughput case–

control study was conducted.38 Data was primarily obtained from the

Danish Cancer Registry39 and the Danish National Prescription Regis-

try.18 For each of 99 different cancer outcomes, cases were identified,

and controls were sampled 1:10. For each individual outcome, ana-

lyses were carried out for all individual drugs or drug classes with

more than 10 exposed cases, ultimately resulting in 22 125 individual

analyses being carried out. Based on pre-defined criteria regarding sig-

nal strength and dose–response assessments, signals were identified

for further scrutiny.

4.8 | Case–control study design visualization

Similarly as for cohort studies, the design of a case–control study can

be visualized using design diagrams25,26 An example of such a diagram

is provided in Figure 2, outlining the design of the case–control study

investigating the association between statin use and risk of rheuma-

toid arthritis described above.

4.9 | Suggested further reading

For further reading on the case–control study design, I refer to the

paper by Vandenbroucke and Pearce40 giving an in-depth presenta-

tion of the case–control methodology. For an introduction to the

strengths of the nested case–control approach, Essebag et al41 gives

very illustrative examples from studies within cardiology.

5 | THE COHORT VERSUS
THE CASE–CONTROL DESIGN

When should one prefer the cohort study design over the case–

control design or vice-versa? Unsurprisingly, this depends on the

study question under scrutiny and the data sources available. As

argued above, the two designs provide estimates of associations that
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should in most situations be regarded as equally robust. However,

some factors might be worthwhile considering when deciding what

design to use. The case–control study is particularly convenient if

studying many different exposures or exposure definitions, as its

anchoring on the outcome event allows the researcher to easily apply

very many different exposure metrics. Further, if the outcome is rare,

and in particular if manual data collection is considered (e.g., to obtain

data on important confounders not available in registries), the case–

control design would often allow for a more efficient data collection.

Finally, in the rare situations where computer power can be a limita-

tion, case–control studies are usually more computationally efficient.

Conversely, if studying multiple different outcomes, the cohort study

design is often preferable, as its anchoring on the exposure allows the

researcher to investigate multiple different outcomes without

resampling the cohorts. Further, if the exposure is rare a cohort study

would allow for more efficient data collection as data collection can

be focused on those exposed. Finally, and very importantly, the cohort

study more readily lends itself to use of active comparators and more

easily provides measures of absolute risk.

A final but important advantage of the cohort design is that it is

generally more widely accepted and also more easily explained, mak-

ing the results more cogent. In situations where no factors speak spe-

cifically in favor of using the case–control design, the cohort design

will for this reason alone likely be the preferred design for most

pharmacoepidemiologists. In some cases, the complementary

strengths of the two designs might support using both within the

same study to shed light on different aspects of a given hypothe-

sis.42,43 After all, the cohort and case–control designs constitute two

of the most important tools in the pharmacoepidemiologist's toolbox.
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