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ARTICLE

Multiscale Model Identifies Improved Schedule for 
Treatment of Acute Myeloid Leukemia In Vitro With the 
Mcl-1 Inhibitor AZD5991

Ardeshir Goliaei1,2, Haley A. Woods3, Adriana E. Tron3,4, Matthew A. Belmonte3, J. Paul Secrist3, Douglas Ferguson1, Lisa Drew3, 
Adrian J. Fretland1, Bree B. Aldridge5,6 and Francis D. Gibbons1,*

Anticancer efficacy is driven not only by dose but also by frequency and duration of treatment. We describe a multiscale 
model combining cell cycle, cellular heterogeneity of B-cell lymphoma 2 family proteins, and pharmacology of AZD5991, a 
potent small-molecule inhibitor of myeloid cell leukemia 1 (Mcl-1). The model was calibrated using in vitro viability data for 
the MV-4-11 acute myeloid leukemia cell line under continuous incubation for 72 hours at concentrations of 0.03–30 μM. 
Using a virtual screen, we identified two schedules as having significantly different predicted efficacy and showed experi-
mentally that a “short” schedule (treating cells for 6 of 24 hours) is significantly better able to maintain the rate of cell kill 
during treatment than a “long” schedule (18 of 24 hours). This work suggests that resistance can be driven by heterogeneity 
in protein expression of Mcl-1 alone without requiring mutation or resistant subclones and demonstrates the utility of math-
ematical models in efficiently identifying regimens for experimental exploration.

Tumorigenesis and cancer progression depend on a vari-
ety of mechanisms, among which resistance to apoptosis 
(programmed cell death) has been identified as one of the 
hallmarks.1,2 Apoptosis occurs through two main path-
ways: (i) The extrinsic pathway, which is activated once a 
death ligand (e.g., TRAIL) interacts with a death receptor 

or (ii) the intrinsic or mitochondrial pathway, which can be 
initiated by a variety of cytotoxic stimuli and proapoptotic 
molecules.3 The major event that follows activation of the 
intrinsic pathway is mitochondrial outer membrane perme-
abilization, as a result of which proteins that normally reside 
in the mitochondrial space (e.g., cytochrome-c, Smac/
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Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
✔  During the past few years, considerable progress has 
been made in the discovery of Mcl-1 inhibitors, with four 
compounds currently undergoing evaluation in phase I 
clinical trials. Studies in vitro have shown that the duration 
of treatment has a critical impact on overall cell viability. In 
addition, mouse xenograft studies have shown that tumor 
regression lasting some weeks can be achieved using a 
single dose or repeated doses delivered daily or weekly. 
However, the optimal administration schedule for Mcl-1 
inhibitors (i.e., to maximize efficacy) is currently unknown.
WHAT QUESTION DID THIS STUDY ADDRESS?
✔  This study investigates the concentration-time profile 
for the Mcl-1 inhibitor AZD5991 that is able to elicit maxi-
mum cell killing in vitro.
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
✔  Our study uses a multiscale mathematical model incor-
porating elements of Mcl-1 pharmacology, cell cycle, cell 

division, and importantly, cellular heterogeneity to inves-
tigate and prioritize treatment schedules for experimental 
investigation. In the specific case of AZD5991, this study 
suggests that the repeated inhibition of Mcl-1 for a short 
period of time each cycle may be more efficacious for the 
longer term than inhibition during a longer portion of each 
cycle.
HOW MIGHT THIS CHANGE DRUG DISCOVERY,  
DEVELOPMENT, AND/OR THERAPEUTICS?
✔  A critical aspect of drug discovery is to determine the 
dose and schedule that elicits the maximum intended ef-
fect with minimal toxicity. This information is needed to 
support the selection of a drug candidate and regulatory 
filing that precede clinical evaluation. The possibility of 
using a mathematical model to prioritize experiments for 
validation could significantly accelerate these late preclin-
ical activities, enabling a better understanding of the im-
pact of dose and schedule before initiating clinical trials.
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DIABLO) translocate to the cytosol and initiate activation of 
caspases,4 an event that represents an irreversible commit-
ment to apoptosis.

The B-cell lymphoma 2 (Bcl-2) family of proteins are major 
regulators of the intrinsic apoptotic pathway characterized by 
the presence of at least one of four Bcl-2 homology (BH) do-
mains.5 They comprise several groups: (i) prosurvival proteins 
(Bcl-2, Bcl-XL, Bcl-W, Mcl-1, and Bfl1), (ii) multi-BH domain 
cell-death effector proteins (Bax, Bak, and Bok), and (iii) the 
BH3-only apoptosis initiator proteins (Bim, Puma, Noxa, and 
Bad). Interaction among Bcl-2 proteins involves binding of the 
BH3 domain of the proapoptotic protein to a groove on the 
surface of the prosurvival proteins. The relative expression of 
prodeath and prosurvival Bcl-2 proteins and their interaction 
with each other control commitment to apoptosis.6 (See ref. 7 
for a useful introduction to this complex pathway.)

Maintenance of the balance between apoptosis and pro-
liferation is crucial in hematological cells given their high 
turnover rate.8 The intrinsic apoptotic pathway is most com-
monly dysregulated in lymphoid malignancies9 through one 
of the following mechanisms: (i) Reduction in expression of 
the BH3-only proapoptotic proteins, (ii) loss of Bax and/or 
Bak, or (iii) enhancement of the expression of the prosurvival 
Bcl-2 proteins.

Among prosurvival Bcl-2 proteins, myeloid cell leukemia 1 
(Mcl-1) is of particular interest given that its overexpression 
was found to promote the development of acute myeloid 
leukemia (AML),10 multiple myeloma11 and other hematolog-
ical malignancies.12 AZD5991, a novel BH3 mimetic,13,14 is 
a selective Mcl-1 inhibitor that triggers mitochondrial outer 
membrane permeabilization and causes a potent and selec-
tive apoptotic response in multiple myeloma and AML cell 
lines in vitro. Administration of a single dose of AZD5991 has 
been shown to be sufficient to cause rapid tumor regres-
sion in vivo in multiple mouse xenograft models.14 Although 
regression is observed, tumors may regrow in the same 
site, indicating that a fraction of cancer cells too small to be 
detected immediately following treatment survived the treat-
ment. Fractional kill of the cell population was also seen in 
cell viability studies in vitro in cell lines treated continuously 
during the course of 72  hours. Similar observations have 
been reported in cells treated with TRAIL.15 Interestingly, if 
the surviving population is treated once again after allowing 
for recovery, the same fractional killing is observed following 
another round of treatment with TRAIL.

A major challenge with anticancer therapies is to de-
termine the optimal regimen, maximizing efficacy while 
minimizing toxicity. Although some approaches have 
been empirical (e.g., the “3 + 7” induction regimen used 
for AML16), others have applied optimal-control tech-
niques.17,18 Such approaches tend to be phenotypic, 
focusing on efficacy and toxicity end points without of-
fering much insight into the mechanism underlying the 
disease. A particular concern heard from clinicians is that 
drug-free intervals may offer a path for cancer cells to de-
velop resistance.19,20

We aimed to build a model to allow us to interrogate a 
wide range of schedules and identify those with predicted 
maximal longer term efficacy for further experimental ex-
ploration. Our goal was to triage potential schedules for 

validation and then use the model to interrogate the differ-
ences to build hypotheses as to the underlying mechanisms. 
Taken together, our analyses suggest that studying the role 
of Mcl-1 protein, and its evolution under treatment, can shed 
light on the optimal choice of regimen.

MATERIAL AND METHODS
Multiscale systems pharmacology model
We developed a multiscale model using different tech-
niques to describe the biology relevant at each scale (or 
“level”). At the foundation is the physicochemical model, 
which describes the pharmacology of the AZD5991 mol-
ecule and its interaction with molecules in the intrinsic 
apoptotic pathway. A step up from that is the cell cycle 
model, which operates at a phenotypic level rather than 
a molecular level. Finally, the agent-based model frame-
work is used to bring in stochasticity in protein expression, 
enabling a collection of cells to be modeled for a time-
span of several cell cycles. This approach has been used 
in the past to model the spatial heterogeneity of tumor 
cells, particularly in reference to “diffusibles”: primar-
ily drug concentration and oxygen supply.21,22 Because 
our cells do not form a solid tumor but are suspended 
in liquid media in vitro, we assume that diffusion is not a 
limiting factor, and instead use the agent-based model as 
a framework on which to build a model of heterogeneity 
in protein expression within a population of genetically 
identical cells. Each agent of the agent-based model is 
running its own physicochemical and cell-cycle models 
based on the pharmacology of AZD5991 and behavior 
of the MV-4-11 cell line. These models are described in 
the Supplementary Information and the sections that 
follow.

Model development and calibration
In the Supplemental Methods, we discuss in more detail 
the construction of the physico-chemical, cell-cycle, and 
agent-based models as well as the in vitro cell culture and 
washout experiments. We provide more details on the in-
heritance rules for protein expression and how a distribution 
can “relax” to its initial form even when individual cells lack 
such a mechanism. We also define the “normalized slope” 
parameter, which we use to compare regimens, and the 
statistical test used to assess significance. We show how 
the model can recapitulate a wide range of phenotypic out-
comes using only protein expression as input. Simulations 
are compared against not only MV-4-11 (an AML cell line) 
but also a range of multiple myeloma cell lines.

Description of training data by a multiscale model
To better understand the effect of scheduling in maximiz-
ing activity against cancer cells, we built a mathematical 
model to simulate the time course of cell survival at vari-
ous concentrations. We calibrated this model against the 
experimental cell-kill curves under constant incubation to 
72  hours. Figure S3 illustrates how this model provides 
qualitative agreement with the data in a number of key 
areas. As highlighted in Figure S3A, the pharmacology 
of AZD5991 in AML cell lines exhibits a number of nota-
ble features. First, the rate of cell death is concentration 
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dependent and saturable; second, it is fractional; and third, 
it is biphasic. That it is concentration dependent is easily 
seen because as concentration increases, the rate of loss 
in viability increases. It is saturable because, beyond a cer-
tain concentration, that rate of loss no longer increases. By 
“fractional” we mean that the absolute rate of cell death 
depends on the number of cells remaining: When plotted on 
a log-linear scale, such behavior is a straight line. When we 
say that the loss in viability in a population of cells is bipha-
sic, we simply mean that some cells die rapidly, whereas a 
smaller fraction manage to survive for a comparatively long 
time. In each of the two phases, the rate of cell kill is expo-
nential (i.e., log-cell-kill is linear) in time, although clearly on 
a timescale that covers both phases, the effect will be non-
linear. In certain cell lines, it appears that these persister 
cells may be regrowing (see Figure S5A, AMO-1 at 0.1 µM 
for an example). Figure S1B illustrates how our model can 
qualitatively capture most aspects of this cellular behavior.

Virtual washout screen and experimental validation
Once the multiscale model was in qualitative agreement 
with the in vitro viability experiments, a series of virtual 
washout screens was done to explore the effect of sched-
ule differences in cell-kill profiles. We looked at incubation 
durations of various lengths, assuming a 24-hour treatment 
cycle because it fits the schedule of both drug discovery 
and clinical utility. We use a shorthand to describe the reg-
imens: “6ON” refers to a schedule in which we incubate 
with drug for 6 hours and then wash out and incubate in 
drug-free medium for 18 hours, whereas “18ON” describes 
incubation with drug for 18  hours followed by wash out 
and drug-free incubation for 6 hours. Other regimens may 
be named by analogy, for example, 3ON, 12ON, etc. We 
examined a range of cycles with incubation period increas-
ing in 3 hours increments from 3 to 21. We describe in the 
Supplemental Methods the design, execution, and statis-
tical analysis of the experimental washout screens.

RESULTS

In these studies, we rely heavily on the concept of repre-
sentative cell lines, by which we mean a pattern of protein 
expression that elicits a phenotypic response, such as 
being “sensitive” or “resistant” to treatment. We call them 
“representative” because they illustrate particular phe-
notypic responses on the spectrum of possibilities. (See 
Figure S5 for experimental data and simulated profiles.)

Differential schedule sensitivity in vitro
Virtual schedule screening. Using a model enables us 
to rapidly screen many possible regimens. The in vitro 
doubling time of this model is around 40 hours, and because 
our model included cell cycle in a multiscale fashion, we 
could simulate durations long enough to see the effects of 
selective pressure on a heterogeneous population of cells 
over a few cell cycles.

We started by simulating a variety of experimentally trac-
table schedules (e.g., 3ON, 6ON, 12ON, 18ON), with the 
goal of predicting schedules that most effectively kill tumors 
by restraining their ability to develop resistance. Figure  1 

shows simulated cell-kill curves during a 15-day period. 
As shown in Figure 1a, at sufficiently low drug concentra-
tions (e.g., 1 arbitrary unit), there is no difference between 
6ON and 18ON schedules; most cells grow and divide 
with no significant cell death. Also, at high concentrations 
(20 arbitrary units), there is no difference between sched-
ules because the majority of cells die quickly. However, at 
intermediate concentrations (5 arbitrary units), the simula-
tions suggest that 6ON can achieve more cell kill compared 
with a 18ON schedule during the same length of treatment 
(15 days). It does this by maintaining the cell-kill effect for 
multiple cycles, whereas on the 18ON schedule, this effect 
wears off.

Validation of schedule sensitivity. To validate this 
prediction, in vitro washout tests for the MV-4-11 cell 
line were performed for four 24-hour cycles (Figure  1b; 
described in detail in the Supplementary Methods). 
The major difference between schedules during this 
shorter duration, as predicted by modeling, is not in the 
final survival end point, but in the rate of cell kill and the 
extent of its conservation for repeated cycles of exposure 
to AZD5991. As predicted by the model (and shown in 
Figure  1c), the rate of cell kill during the “ON” phase is 
expected to diminish in the second cycle compared with 
the first on both schedules. Thereafter, it is expected 
to be largely maintained for successive cycles on both 
schedules; however, the relative magnitude of the loss in 
cell-kill rate is predicted greater for the 18ON than for the 
6ON schedule. We assessed the experimental data using 
a linear mixed effect model (description, model code, and 
output in the Supplementary Methods). Comparing the 
effect on cell kill of both schedules and all four cycles, we 
found a significant (P = 4.48 × 10−7) effect of schedule on 
the initial slope, in which the initial value is approximately 
0.035  hour−1 (for the “18ON” schedule) but is almost 
twice that (i.e., 0.060  hour−1) on the 6ON schedule. This 
is visually evident in Figure  1d and expected from how 
the cell-kill slope is defined. From that initial value, the 
absolute decline is highly significant and similar for each 
subsequent cycle, in the range of 0.020–0.024  hour−1 
(P = 6.17 × 10−7, 9.74 × 10−7, 2.41 × 10−5 for cycles 2, 3, 
and 4, respectively). This means that the slope for 18ON 
drops from 0.035 hour−1 to 0.011–0.015 hour−1 (a drop of 
57–68%), whereas for 6ON it drops from 0.06  hour−1 to 
0.036–0.040 hour−1 (a drop of 33–40%). In other words, the 
higher baseline of the 6ON schedule means that it suffers a 
smaller relative loss in its ability to maintain cell kill. There is 
a significant interaction (P = 0.043) only between schedule 
and cycle 2, which indicates that the change from cycle 
1 to cycle 2 is similar in magnitude for both schedules 
and that (broadly speaking) both schedules maintain their 
respective new slope for successive cycles. This clearly 
shows that, although both schedules show an absolute 
loss in cell kill on the second and subsequent doses, the 
relative loss is significantly less with the 6ON schedule 
compared with 18ON. During the course of 15 days, the 
cumulative effects could be expected to lead to enhanced 
overall cell kill on the 6ON schedule compared with the 
18ON schedule.
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Selective pressure of the drug on Mcl-1 distribution. To 
explain the difference in observed outcomes from the two 
schedules, the simulated Mcl-1 expression in the surviving 
population were analyzed over time, as shown in Figure 2. 
On the 6ON schedule, the distribution of protein expression 

remains mostly unchanged over time. This is consistent with 
the observation that each cycle shows the same rate of cell 
kill. Meanwhile, on the 18ON schedule, the distribution gets 
flatter and wider over time, with the mean tending toward 
increasing levels of Mcl-1 expression.

Figure 1 Schedules vary in their ability to maintain cell-kill rate; identified by virtual screen and validated in vitro. (a) Virtual in vitro 
washout studies compare cell survival on two schedules (6ON vs. 18ON) during 15 cycles of 24 hours. Mean ± SD of three replicates, 
colors represent drug concentrations (arbitrary units). (b) Simulated survival shown alongside experimental biological replicates treated 
for four cycles (incubated at 100 nM AZD5991). Mean ± SD of three technical replicates for each biological replicate. (c) Simulated 
slope of curve during “ON” portion of cycle, indicating rate of cell kill per unit time. Data are normalized against kill rate from cycle 1. 
(d) Slope of cell-kill curve from experimental replicates, showing data for each schedule as points and the linear mixed effect model 
overlaid as lines. See text for details and statistical analysis. 6ON, the regimen in which cells are incubated in AZD5991 for 6 hour, after 
which compound is washed off; the cycle repeats every 24 hour; 18ON, the regimen in which cells are incubated in AZD5991 for 18 
hour, after which compound is washed off; the cycle repeats every; au, arbitrary units; Conc, concentration of AZD5991.
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Sensitivity analysis. As shown in Figure S5C,D, several 
cell lines show an initial response followed by regrowth 
during the course of 72  hours of treatment. To study the 
effects of scheduling on different cell lines, we focused 
on two representative cell lines: Sensitive and resistant. 
Their differences are highlighted in Figure  3. We define 
a hypothetical cell line as “sensitive” when all drug 
concentrations tested result in complete cell kill after 

a 72-hour treatment period (Figure  3b). By contrast, a 
hypothetical cell line is called “resistant” if even a high 
concentration of the drug was not able to eliminate the 
cells and a survivor population emerges during 72  hours 
of continuous treatment (Figure 3e). As expected from a 
biological perspective, a sensitive cell line will have lower 
average levels of Mcl-1 than a resistant cell line (compare 
Figure 3a and Figure 3d). Once these two representative 
cell lines were selected, we evaluated whether differential 
sensitivity on schedule has any impact on cell killing. As 
shown in Figure  3c, no benefit from scheduling was 
demonstrated in the sensitive cell line as all schedules 
tested resulted in complete cell kill. However, in a more 
resistant cell line (Figure  3f), there is a potential benefit 
from using the 6ON schedule compared with the 18ON 
schedule as the former achieves complete cell kill, whereas 
the latter develops resistance at the concentrations tested.

Resensitization of a survivor population. Because 
nongenetic markers of sensitivity, such as Mcl-1 protein 
expression, can be labile for a short timescale,15 an 
important follow-on question in designing a treatment 
strategy is the following: What is the relaxation time? In 
other words, once a state of increased protein expression 
has been attained and drug treatment is stopped, how 
long does it take for the distribution of protein expression 
to return to the original baseline condition? Our model 
does not contain an explicit “relaxation” process; 
rather, it arises through the process of population 
turnover as cells with higher expression are replaced 
by those with expression matching the “founding 
population” distribution. The current model allowed 
us to mechanistically study this question based on the 
distribution of Mcl-1 protein expression and its movement 
over time under the effect of the drug. Figure 4a shows 
the predicted distribution of Mcl-1 expression in a 
simulated experiment in which cells are first incubated for 
72 hours, after which time the drug is withdrawn. At first, 
during the incubation phase, starting after 24 hours, there 
is a rightward shift in expression (as shown in Figure 3), 
so that by 72 hours, the distribution of Mcl-1 has shifted 
significantly toward higher values. At this point, the drug 
is withdrawn, and gradually the distribution returns to its 
baseline. The process is largely complete by 120 hours. A 
more detailed look at Mcl-1 protein distribution in the time 
interval between 96 and 120 hours is shown in Figure 4b.

DISCUSSION

In this study, we modeled resistance in cancer cells to 
treatment with a proapoptotic compound as a shift in the 
distribution of protein expression. Drawing on the evolu-
tionary similarities between mitochondria and bacteria,23 
we reasoned that a model considering only binding ki-
netics, cellular heterogeneity, and cell proliferation could 
describe many phenomena observed in vitro with an agent 
that induces the intrinsic mitochondrial apoptotic path-
way, e.g., fractional cell kill, steep dose response, and 
heterogeneity-based resistance. After model calibration, 
we identified schedules with differential predicted activity 

Figure 2 Overall distribution of protein expression may remain 
the same (“6ON”) or rapidly evolve (“18ON”) under constant 
incubation. The effect of two different schedules on the 
expression level of Mcl-1 of the survivors is shown as a probability 
density at intervals of 60 hours during the course of the 15-day 
virtual screen shown in Figure 1. (a) “6ON,” with short black and 
long gray bars indicating the short 6-hour duration of treatment 
during each 24-hour period. (b) 18ON, with long black and short 
gray bars indicating the long 18-hour duration of treatment 
during each 24-hour period. The average value of Mcl-1 (50,000 
molecules/cell) of the founding population is shown as a vertical 
dashed line. 6ON, the regimen in which cells are incubated in 
AZD5991 for 6 hour, after which compound is washed off; the 
cycle repeats every 24 hour; 18ON, the regimen in which cells 
are incubated in AZD5991 for 18 hour, after which compound is 
washed off; the cycle repeats every; au, arbitrary units.
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Figure 3 Two representative cell lines: one “sensitive” and the other “resistant.” (a) The average abundance (no. molecules/cell) of 
Mcl-1, Bak, Bax, XIAP, C8, and C3 in the founding population of a “sensitive” representative cell line. (b) Simulated average survival 
for sensitive cell (mean ± SD of three virtual replicates). (c) Virtual screen results for two schedules: 6ON and 18ON. Bars at the 
top represent the schedule (black is “on,” white is “off”). Concentrations in arbitrary units (au). (d–f) As in a–c, but for a “resistant” 
representative cell line. Conc, concentration of AZD5991.
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and showed experimentally that indeed they have a sig-
nificantly differential impact on the ability of AZD5991 to 
maintain its cell killing ability. Similar to all models, ours 
makes a number of simplifications, not the least of which 
are assumptions around the role of Mcl-1 protein levels in 
defining sensitivity to AZD5991 and identical binding ki-
netics of AZD5991 to Mcl-1 regardless of proteins already 
associated with Mcl-1. The apoptotic pathway is complex, 
encompassing numerous proteins with various levels of 
binding specificity toward their potential partners. Because 
the Mcl-1 expression level has been shown to drive resis-
tance to cell-death agents,24 we focus on the role of this 
protein in particular in driving resistance to a cell-death 
agent, although certainly others will also play a role.

Resistance to treatment is a concern across many 
fields. Bacterial resistance25,26 is often described using the 
concepts of “sensitive,” “resistant,” and “quiescent” popula-
tions without further explanation at the molecular level of the 
processes that give rise to these phenotypes. In oncology, 
it is commonly understood in terms of discrete mutations 
conferring a reduced response to particular targeted treat-
ments by inhibiting binding to the target domain, causing 
constitutive (i.e., ligand independent) activation of the target 
pathway or other means.27

However, recent work on resistance in bacterial popula-
tions has shown that it is not necessary to invoke arbitrary 

distinctions between sensitive and resistant cell popu-
lations.23,28 Rather, a combination of chemical binding 
kinetics and cellular heterogeneity can explain observa-
tions such as a postantibiotic effect (duration of response 
after drug has washed out) or inoculum effect (fractional 
killing in larger populations) among others. Mitochondria 
were once free-living organisms that became symbioti-
cally incorporated into eukaryotic cells in the distant past 
yet retain their own genomes and ribosomes and show 
strong genomic similarity to intracellular bacteria.29,30 
Furthermore, it has been shown experimentally that sto-
chastic fluctuations in protein expression can yield rare 
cells in an otherwise genetically identical population, 
which are rendered resistant to treatment with anticancer 
drugs.31 The work of ref. 31 shows that, at least for mel-
anoma treated with kinase inhibitors, mutation is not the 
only pathway to resistance and that certain rare cells can 
become transiently preresistant, with further treatment 
initiating a kind of cellular reprogramming that leads to 
what the authors term “burn in” of a resistant phenotype. 
Although they do not speculate as to the mechanism of 
burn in, the authors allude to the idea that brief drug ex-
posure might be insufficient for the process to complete, 
allowing cells to revert to the drug-sensitive state. We 
sought to bring together these three ideas: Mitochondria 
as bacterial analogs, cell death limited by chemical 

Figure 4 Reversion of protein distribution to baseline following evolution for 72 hours. (a) Predicted evolution of the probability density 
for the Mcl-1 protein in a resistant model when incubated at constant drug concentration for 72 hours (represented by black vertical 
bar) and then washed out (represented by white vertical bar) and followed to 192 hours. The average value of the distribution (150,000 
molecules/cell) in the surviving population is represented as dashed line. (b) The same data but focusing with more temporal granularity 
on the interval 96–120 hours, during which the cells begin to show regression to the founding distribution.
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kinetics, and nongenetic resistance mediated through ex-
posure to anticancer agents. Given that cell-death agents 
such as AZD5991 target the intrinsic mitochondrial apop-
totic pathway, we reasoned that similar methods might 
apply to cancer cells dependent on BH3 family proteins.

We investigated whether fractional killing could be driven 
by cellular heterogeneity in protein abundance as distinct 
from genetic alterations.32 In human cells, this abundance 
follows a long-tailed, right-skewed distribution,33,34 com-
monly modeled as log-normal: A small number of cells (in 
the tail) display expression of specific proteins at a much 
higher level than the bulk of the population, allowing them 
to respond differently to treatment, ultimately leading to 
a phenotypically resistant population. To our knowledge, 
it has not yet been established how plastic this expres-
sion might be. It has been shown that protein half-life 
follows a wide distribution centered (in log-space) around 
approximately 100 hours, with a tendency toward longer 
stability in the mitochondria compared with other cellular 
compartments,35 but to alter expression levels would re-
quire a change in either synthesis or degradation rates, 
neither of which is well characterized as yet. With a half-
life on the order of an hour or so, Mcl-1 is anomalous even 
among Bcl-2 family proteins36 and might be more suscep-
tible than most to rapid changes in protein expression. In 
our model, the abundance of proteins in a given cell is 
fixed at the time of birth; we do not include a means by 
which cells can alter their protein expression during the 
cell cycle. Changes in the overall population distribution 
occur because of the “inheritance” rules, which govern 
the determination of protein expression at the time of cell 
division.

Importantly, and in line with the work of Shaffer et al.,31 
we never found it necessary to assume two distinct a priori 
populations (sensitive and resistant). Furthermore, we did 
not find it necessary to assume a separate resistance mech-
anism, such as through a compensating pathway. Rather, 
we found that a resistant phenotype emerges following drug 
treatment through the combination of survival of resistant, 
high-expressing cells and stochastic inheritance of that 
same resistant high-expressing phenotype by the daughter 
cells. Higher expression increases the chance of survival, but 
inheritance of higher expression is stochastic, with a finite 
chance the daughter cells may have expression either lower 
or higher than the parental cell. Over successive generations, 
this will tend to widen the distribution of Mcl-1 expression 
within a population for which the selective pressure is mostly 
present (e.g., 18ON; see Figure 2). Yet, because the number 
of cells has declined over time, the distribution must simul-
taneously become flatter. Because cells with higher Mcl-1 
expression are less sensitive, this is consistent with reduced 
cell kill on successive cycles. This suggests a mechanism 
by which cell populations may rapidly become resistant to 
therapy under near-constant pressure. Although we did not 
directly measure Mcl-1 expression in these studies, the role of 
increased Mcl-1 protein expression as a means of resistance 
to anticancer therapy is well supported.37,38 Certainly there 
could be other explanations, such as a change in the affinity 
of the binding partners (e.g., Bim). However, our goal here 
was to provide a model for how such nongenetic resistance 

could arise and be maintained through little more than the 
known heterogeneity of cells and simple rules around inher-
itance upon cell division, and furthermore to illustrate how 
such a model could enable rapid triage of possible dose reg-
imens for experimental validation.

According to model predictions, the time it takes for a 
resistant population to revert back to a population similar 
to the initial population is about one cell cycle (40  hours; 
Figure  4b). This observation is to be expected from the 
assumptions made in the model. We assumed that Mcl-1 
expression levels in a given cell do not change over time 
(production and synthesis rates are constant at all times). 
Because the tumor models used in this work exhibit rapid 
doubling times in vitro (e.g., the 40  hours we use in this 
work) and in vivo (clinical doubling AML may be as short as 
3 days39), the lack of mechanism to alter expression during 
the lifetime of a single cell does not seem to us a severe 
limitation. As a result, founder cells start with a particular 
protein level at birth. However, upon division, the daugh-
ter cells have characteristics that are determined both by 
parents (as baseline for expression) and environment (inher-
itance rules depend on presence of drug). Consequently, 
a resistant population that is generated by selective drug 
pressure needs to be replaced because members do not 
evolve. When that pressure is removed, their replacement 
by daughter cells will cause the distribution of protein ex-
pression to drift back to the baseline “founder” distribution. 
In this way, the relaxation time is an emergent property of 
the cell cycle time and degree of change from the found-
ing distribution. It is apparent that on a 24-hour cycle, once 
the resistant phenotype emerges, there will never be suffi-
cient time for protein expression to relax, highlighting the 
importance (under our model) of avoiding it in the first place 
through short exposure.

The scope of this work has been limited to in vitro systems 
and to the timescale of a few days, over which such systems 
are viable. An ideal outcome of our experimental work would 
have been to show a durable, statistically significant interac-
tion between schedule and cycle because that would clearly 
indicate increased divergence between the efficacy of the 
two schedules. What we have found is that there is a statis-
tically significant difference between the two schedules on 
the second dose, where the 6ON schedule shows a relatively 
smaller loss in cell killing than the 18ON schedule and that 
this difference is maintained (but not augmented) on succes-
sive cycles. This finding supports our hypothesis, although 
further work is needed for full validation. A logical next step 
would be to investigate whether such differences also hold 
in vivo, enabling studies to run to a longer timescale. This 
would likely need to be carried out in disseminated mod-
els rather than traditional subcutaneous xenograft models 
because the physico-chemical properties required of a com-
pound to disrupt the protein–protein interactions can also 
lead to long retention time in solid tumors, which would make 
it hard to test the hypothesis. The shorter duration (6 hours) 
could be achieved through intravenous infusion of a short 
half-life compound (so that exposure does not persist much 
beyond the end of infusion). Although ref. 14 does not quote 
a half-life, it is readily seen from Figure S6C of that article 
that the plasma half-life is a matter of hours, which makes 
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AZD5991 a suitable molecule to test the 6ON regimen. Other 
Mcl-1 inhibitors40 can be delivered orally with half-life in ex-
cess of 12 hours. In clinical situations where maximal control 
of duration and degree of exposure is required, intravenous 
administration is routine. Infusions are also possible in ro-
dents41 using commercially available solutions.

In summary, this study of the role of scheduling in 
BH3-mimetic induced cancer cell death provides a novel 
framework on which to build understanding of fractional 
cell killing of cancer cells in vitro when treated with an 
Mcl-1 inhibitor. It may be applied to other targets in the 
intrinsic apoptosis pathway, such as Bcl-2 and Bcl-xL. 
Specifically, after building a model including cell cycle, 
the intrinsic apoptotic pathway, drug pharmacology, and 
reasonable assumptions about how protein expression is 
inherited across generations, we identified two schedules 
showing differential cell kill rates. A linear mixed effects 
analysis of three separate experiments, which show sta-
tistically significant differences in retention of cell kill 
rates over time, provided supporting evidence for these 
counterintuitive predictions. Not only were these sched-
uling predictions first made using the model but also 
once validated, the model provided a platform on which 
to interrogate and build hypotheses for mechanisms un-
derlying these observations. Together, this study highlights 
the value of mechanistic multiscale models in the discov-
ery of optimal regimens for control of resistance. These 
findings enhance our understanding of how best to use 
BH3 mimetics, in particular how scheduling can affect the 
emergence of resistance in cancer cells as a consequence 
of selection within a heterogenous population. To the best 
of our knowledge, this is the first model to incorporate sys-
tems pharmacology of an Mcl-1 inhibitor into the intrinsic 
apoptotic pathway.

Supporting Information. Supplementary information accompa-
nies this paper on the CPT: Pharmacometrics & Systems Pharmacology 
website (www.psp-journal.com).
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