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I know I’ve made some very poor decisions recently, but I can
give you my complete assurance that my work will be back to
normal. I’ve still got the greatest enthusiasm and confidence
in the mission. And I want to help you.

HAL-9000 in 2001: A Space Odyssey

Anaesthesiologists have an ever-increasing number of

tools at their disposal to assess the risk that a patient will

assume when undergoing anaesthesia and surgery, and the

likelihood of specific events during surgery. The earliest ver-

sions of these tools were based on heuristics or on a small

number of easily identifiable features; the Revised Cardiac Risk

Index (RCRI) and pulse pressure variation are good examples

of this type of preoperative and intraoperative assessment

tool. However, as medicine and technology have evolved,

extremely large amounts of healthcare data have become

available as computation and data storage capabilities have

grown ever cheaper. This abundance of data and
For Permissions, please email: permissions@elsevier.com
computational power has yielded the ability to calculate spe-

cific risk scores based on an increasing number of features,

including risk calculators based on the National Surgical

Quality Improvement Program (NSQIP)1 and Society of

Thoracic Surgeons (STS)2 databases. In the context of the oft-

quoted limitation on human cognitive capacity to 5e10 facts

per decision, researchers have argued for the use of artificial

intelligence (AI)/machine learning (ML) techniques to tap the

full potential of this flood of data to achieve truly personalised

medical decision support.3

Specifically in anaesthesiology, there is growth and great

interest in theuseofbigdataandMLforclinicalcare,particularly

in the context of the coronavirus disease 2019 (COVID-19)

pandemic.4,5 However, there are a number of barriers and con-

cerns not commonly discussed that anaesthesiologists should

beawareofwhenencountering technologies thatmakeuseofAI

for clinical decision support. Here we highlight a number of

troubling aspects to the use of AI that are directly relevant to the

practicinganaesthetist, specifically thepropagationofracialand
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gender bias and the relationship of risk modelling to informed

consent. We close with some thoughts on how researchers,

corporations, and regulators with interests in the use of AI for

medical applications should address these issues through

transparency in training data, mandatory disclosures, and

appropriate labelling to allow adequate evaluation by clinicians.
Machine learning and propagation of bias

Risk scores, whether originating from traditional, linear sta-

tistical methods or non-linear methods such as deep learning

neural networks, generally follow the same approach for

classification tasks. First, a set of variables, or features, are

collected for each patient in a large sample of patients. Each

patient is also labelled with an outcome of interest: survival at

30 days after surgery, nausea on postoperative day 1, and so

on. As a ‘sample’ (in the statistical sense of the term), this

collection of data is presumed to be representative of a broader

population of patients. The relationship between the patient

features and their outcome is then linked using a statistical

function so that for a given set of features that are added,

subtracted, multiplied, or divided together (with variable

levels of complexity in the underlying function), we can pre-

dict the risk of the outcome of interest. For traditional risk

scoring using common statistical approaches, this may be a

simple line or curve: understandable, predictable, but the

relationship remains limited to a single, linear function. For

deep learning, this may involve an incredibly complicated,

non-linear hyperplane highly customised to the training set.

The firstmajor problem is that data used for trainingmodels

(MLorotherwise) canbe readily biased.Mehrabi andcolleagues6

have identified 23 separate sources of bias including historical

bias, representation bias, measurement bias, aggregation bias,

content production bias, linking bias, sampling bias, and tem-

poral bias. Additional biases can be introduced by the analytic

approach; ‘Simpson’sparadox’ isparticularly instructivehere.7,8

Theparadoxoccurswhenaconclusionbasedonaggregateddata

is opposite to the conclusion when subgroups are analysed. It

wouldbeeasyto imaginesituationswhereamodellingapproach

that does not account for important confounders, variables

associated with social determinants of health, for example,

yieldsassociations thatare incorrect. Specificallywith respect to

risk score calculation, omitted variable bias presents another

challenge. Busy clinicians may not have time to evaluate un-

derlying model development processes, and therefore incor-

rectly assume that variables not included in a particular risk

scoring scheme are non-contributory. In reality, the variable

may not be included simply because it was never evaluated,

having significance that is unknown rather than null. Biases in

data are far from theoretical; in one example, more than 80% of

subjects in a reference image dataset were light-skinned in-

dividuals, resulting in artificial vision algorithms that were un-

able to identify dark-skinned humans.9 Another review showed

howa facial recognition tool falsely classified 28members of the

US Congress as criminals, including 40% misclassification for

members of colour despite only 20% representation.10 Within

the field of anaesthesiology, a preliminary multicentre analysis

of data from 40 institutions byWhite and colleagues11 revealed

that Black patients received inferior care (with respect to post-

operative nausea and vomiting prophylaxis) both in aggregate

and individually at nearly every single centre. (NB: The choice to

capitalize, or not, ’Black’ race in an evolving standard and

intentional choicemeritingadiscussionthat isbeyondthescope

of this article).
Bias in ML is not restricted to just the data used for model-

ling. Many modern ML methods remain difficult to interpret;

with hundreds of thousands of parameters used to generate a

classification, determining what exactly leads to the predicted

outcome becomes difficult for both theoretical and pragmatic

reasons. The implications of model-based bias become more

alarming with the advent of ‘auto-machine learning’ solutions

which automate the process of model selection and tuning,

potentially placing one black box within another. ‘Fair’ ML al-

gorithms are those whose predictions remain independent of

key features (e.g. sex, race, ethnicity) that, fromaperspective of

ethics, should not be associatedwith the outcome. It should be

recognised that in some cases, such an association does exist

and should be accounted for (e.g. age and sex in the prediction

of postoperative pain or nausea). However, though some as-

sociations may result from physiological differences, other

associations will result from differences in approach to treat-

ment, including differences resulting from overt or implicit

bias. These associations need to be detected and understood in

order to account for actual risk in appropriate cases while

calling out the presence of biased care in others.

Several solutions to mitigate bias have emerged. In the

preprocessing stage, samples can be remapped to new repre-

sentations in such a way as to remove information correlated

to the sensitive attributes (e.g. race) but to preserve the overall

relationship between the original data and the outcome of

interest.12 Model optimisation techniques to minimise bias

includemethods for regularisation or constraints onmodels at

the time of model training. After model training, post-

processing solutions to ML fairness such as the FairML li-

brary and ‘What-if’ tool can help identify key features which

lead to the observed model predictions, allowing for human-

level intervention in feature selection, model interpretation,

and better understanding of model performance in different

clinical scenarios.13,14 These methods can also determine if

the population-based model performs better in certain sub-

groups, an important step towards the personalisation of

evidence-based perioperative management. Increasingly, data

scientists recognise that ML models in production require

continued attention. Underlying populations, decision, and

outcome characteristics can change over time leading to

concept drift, such that the original mappings of features to

outcomes become less and less valid, and require updated

training cycles to maintain accuracy and fairness.15
Ethics of risk prediction

A harmful chain of events can occur when algorithms that are

inherently biased or founded on incorrect assumptions are

used as the basis for clinical and system-wide decisions. This

is the downstream impact of aforementioned biases in un-

derlying data or modelling, where observed risk is caused by

biased care in the underlying data rather than biologically

plausible mechanisms for disparate risk. For instance, there

are numerous clinical algorithms that include a race adjust-

ment based on questionable or non-existent evidence.16 ‘Race-

adjusted’ scores can impact triage and treatment decisions

that may exacerbate pre-existing health disparities and serve

as self-fulfilling prophecies for people of colour. For instance,

the American Heart Association’s ‘Get with the Guidelines’

Heart Failure Risk Score assigns three additional points to

patients who are ‘non-Black’ with no rationale provided.17 If a

White patient and a Black patient present with identical

symptoms, the algorithm predicts the White patient to be at
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higher risk of dying from heart failure, thereby encouraging

physicians to allocate more resources to the White patient. A

prediction tool used in patients with rectal cancer assigns

Black patients a higher risk of cancer-related mortality than

patients identifying as White or other.18 This is based upon

analysis of rectal cancer outcomes in a large sample of US

patients, for which being Black was found to contribute to

mortality risk. In this sample, an overwhelming majority of

patients wereWhite. Thus, the survival data for Black patients

are already based upon a small, potentially biased sample.

And further, wemust ask whether it seems likely that being of

African descent actually influences the biology of rectal can-

cer, or whether social determinants, such as access to

healthcare, lifestyle factors, environmental factors, and

mistrust of the healthcare system, might be more likely to

underlie this increased risk of mortality for Black patients.

Oncologists using this risk calculator, even those without

overt or implicit bias against Black patients, may be less likely

to recommend aggressive treatment to Black patients if they

perceive that the patient’s prognosis is poor. This pattern of

interpreting risk through the lens of race, and subsequently

limiting treatment, creates a self-fulfilling prophecy by which

Black patients continue to have poorer health outcomes.

Incorrect assumptions and disparities in care can be perpet-

uatedbyalgorithmsthatusesurrogatemeasuresofhealthstatus

to predict future healthcare needs. In one example, past

healthcare spending was used to predict which patients would

benefit most from a program to coordinate their complex

healthcare needs. However, investigators discovered that Black

patients had a higher disease burden than Whites at the

threshold at which enrolment in the program was recom-

mended. Their analysis revealed that at a given level of disease

burden, Blacks spent onaverage $1100e$1800 lessannually than

Whites.19 This was interpreted by the algorithm as having a

lower need for healthcare resources,when in fact Black patients

had as much or a greater need for coordinated healthcare than

their White counterparts.19 There are numerous reasons that

Black patients in the USA may not spend as much money on

healthcare, ranging from having lower household income or

being under- or uninsured, to facing practical barriers such as

having to travel longer distances to access clinics and hospitals,

having jobs with inflexible hours, and having childcare

responsibilities.

A different ethical concern has to do with how physicians

and healthcare systems utilise the information generated by

risk prediction algorithms. One can imagine an ideal scenario

in which a risk calculator facilitates shared decision-making

and informed consent by generating patient-specific risk in-

formation. However, the converse could also occur: reliance

on a risk calculator might curtail the practice of soliciting pa-

tients’ values, prior experiences, and motivations when

considering a future health intervention. And, physicians

might limit the choices presented to patients/families when

predicted risks are high, with paternalism trumping respect

for autonomy. There is also a danger in health systems or in-

surance companies using risk calculators to determine which

patients are appropriate candidates for certain interventions,

circumventing shared decision-making by patients and doc-

tors completely or penalising physicians who operate beyond

the threshold of an ‘acceptable’ range of risk.

Finally, there is the question of liability for negligence.

Though AI-based systems are US Food and Drug

Administration-regulated medical devices that are designed to

provide clinical decision support, not clinical decision-making,
as these systems grow in complexity there is risk of increasing

clinician reliance on them. In the event of a tort (harm) claim for

negligence, a deviation of practice must result in a harm that is

measured as some combination of loss of income and pain and

suffering. In the USA, these tort claims require the opinion of a

recognised expert according to the court by overcoming the

Daubert test. That is, the evidencemust be relevant and reliable.

If harm results from a misapplication of an AI-derived scoring

model, who is the defendant? Additionally, would anAI itself be

able to provide evidence and pass a Daubert test?
Conclusions

Recognition of the impact of bias in AI modelling has spurred

development of new tools allowing researchers to reexamine

their datasets and potentially attenuate bias. Such tools can

assist with data preparation to debias labelling20 or word em-

beddings21; post hoc assessment of bias utilising newermethods

such as counterfactual fairness; and re-weighing of data during

training tomitigate algorithmic bias.22 The work of Buolamwini

and colleagues, including the work of the Algorithmic Justice

League, deserves specific highlighting and commendation.9

The US National Institute of Health’s All of Us Research Pro-

gram has been especially designed to address lack of diversity

in underlying databases used in the development of healthcare

AI and ML.23 In addition to understanding the unique suscep-

tibilities of various ML models to bias, researchers should be

familiar with these tools, and their appropriate use should be

considered at all stages of model development.

Publishersmust also adapt to support a strong editorial and

peer review process in journals that have long been dominated

by RCTs and case control studies. Classic medical publication

requirements such as baseline cohort patient characteristics

are not sufficient to evaluate AI-based research. A more

complete and transparent description of underlying datasets,

and processes such as labelling and splitting, are vital to un-

derstand where sources of bias may emerge in a given model.

To that end, guidelines such as CONSORT and TRIPOD are in

the process of creating extensions specifically aimed at

research utilising AI (CONSORT-AI and TRIPOD-ML); we expect

rapid adoption of these guidelines by journals to improve

quality control of published AI research.24 The rapid prolifer-

ation of poorly constructed prediction models in the midst of

the COVID-19 pandemic serves as a testament to the need for

these interventions to be rapidly and widely adopted.25

Finally, providers consuming AI research need adequate

understanding of its limitations and proper interpretation. Cli-

nicians should be aware that research scientists and medical

device companies have fallen short in these areas, and should

maintain vigilance in their own practice to recognise the po-

tential for bias in tools being used in their environments. The

onus for this training will likely fall equally between training

institutions for future providers and professional organisations

for those in practice. Research curricula within teaching in-

stitutions which focus on basic statistics and biases in clinical

researchwill need to develop new content on AImodelling, and

how it compares with other forms of statistical analysis. Simi-

larly, professional organisations should develop resources for

providers to develop and test this knowledge through existing

continuing education frameworks.

George Box famously wrote that all models are wrong, but

some are useful. A corollary is that all models are wrong, but

some are harmful. Returning to HAL-9000: its murderous ac-

tions were later revealed to have arisen from amulti-objective

https://paperpile.com/c/q4yfG6/orN5
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optimisation problem with intractable tradeoffs. HAL was

programmed to achieve three goals requiring mutually

exclusive behaviour: to relay accurate information to the crew,

to withhold the true nature of the mission from the crew, and

to ensuremission completion. Similar themes underlie several

examples of discrimination resulting from biased ML, where

at-risk groups suffer disproportionately as a result of unex-

pected consequences, unanticipated tradeoffs, or both, all

wrapped in the hubris of data science.
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