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A B S T R A C T

Objective: Due to limited imaging conditions, the quality of fundus images is often unsatisfactory, especially for
images photographed by handheld fundus cameras. Here, we have developed an automated method based on
combining two mirror-symmetric generative adversarial networks (GANs) for image enhancement.
Methods: A total of 1047 retinal images were included. The raw images were enhanced by a GAN-based deep
enhancer and another methods based on luminosity and contrast adjustment. All raw images and enhanced
images were anonymously assessed and classified into 6 levels of quality classification by three experienced
ophthalmologists. The quality classification and quality change of images were compared. In addition, image-
detailed reading results for the number of dubiously pathological fundi were also compared.
Results: After GAN enhancement, 42.9% of images increased their quality, 37.5% remained stable, and 19.6%
decreased. After excluding the images at the highest level (level 0) before enhancement, a large number (75.6%)
of images showed an increase in quality classification, and only a minority (9.3%) showed a decrease. The GAN-
enhanced method was superior for quality improvement over a luminosity and contrast adjustment method (P＜
0.001). In terms of image reading results, the consistency rate fluctuated from 86.6% to 95.6%, and for the
specific disease subtypes, both discrepancy number and discrepancy rate were less than 15 and 15%, for two
ophthalmologists.
Conclusions: Learning the style of high-quality retinal images based on the proposed deep enhancer may be an
effective way to improve the quality of retinal images photographed by handheld fundus cameras.
1. Introduction

Digital retinal imaging is emerging as an important diagnostic tool in
the field of ophthalmology, and it can be an indicator of eye or systemic
diseases.1–5 However, the quality of fundus photography is often unsat-
isfactory due to limited imaging conditions, such as low contrast, insuf-
ficient brightness, and uneven illumination, or primary eye diseases, such
as media opacity caused by a corneal scar, cataract or vitreous degen-
eration, myosis, or nystagmus. These problems are particularly promi-
nent in images photographed by handheld devices because of the
reduction in hardware size. A hazy retinal structure inevitably increases
the difficulty in early detection of microscopic lesions, which may lead to
a potential visual impairment and cause socioeconomic burden
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worldwide,6 besides, low contrast further makes it harder to make an
accurate computer-aided diagnosis.7,8 Therefore, it is essential to obtain
high-quality retinal images for reliable diagnostic results. A straightfor-
ward way is to use a high-performance fundus camera to provide more
vivid color and richer details. It is also important to improve the pro-
fessional skills of photographers. Actually, due to the high cost and
paucity of medical resources, it is difficult to popularize the above two
means in less developed regions.

With the advent of the fourth industrial revolution, artificial intelli-
gence (AI) has exhibited exponential breakthroughs.9 Many AI studies
have reported promising results for diagnosis and prognosis, and greatly
contributed to clinical decision-making. AI-assisted image enhancement
aims to improve the visibility of useful information for a raw image
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(usually a quality degraded image), and it could be a distortion process.
The specific enhancement goals include targeting to emphasize the
overall or local characteristics, sharpen the original unclear portion,
intensify certain features of interest, or suppress features that are not
related. For retinal images photographed by handheld devices, the main
issues are insufficient brightness and low contrast. Thus, improving the
overall contrast and brightness is the primary purpose. However, retinal
images have their unique morphological characteristics and color, and
some standard methods are not applicable for enhancing the retinal
images. Generative adversarial networks (GANs) are a set of deep neural
network models used to automatically generate synthetic data.9 Each
trained GAN model can be transferred outside of its protected servers to
generate different synthetic images from the original, while still preser-
ving disease-relevant imaging features,9 and GANs have been developed
to generate retinal images to improve the classification and diagnosis in
the field of ophthalmology.10–15

In our work, we have developed an automated method based on
combining two mirror-symmetric GANs for retinal image enhancement.
By learning the characteristics from a set of high-quality retinal images
photographed by a handheld fundus camera, the raw images and
enhanced images were independently classified into different levels of
quality grading by three ophthalmologists. The statistics of quality
changes after enhancement were compared with the enhancement per-
formance of another published method,16 which is mainly based on the
contrast stretching of pixels.

2. Methods

2.1. Subjects and retinal images

This study was approved by the Beijing Aier Intech Eye Hospital
ethics committee. A total of 1047 retinal images from 529 patients were
included from October 2018 to November 2018. A consecutive sequence
of retinal images was obtained through the Mulin telemedicine platform
(Hunan Super Vision Technology Co., Ltd.). The Miis DSC 200 handheld
non-mydriatic fundus camera was used to capture these retinal images.
All retinal images were taken at a 45� angle of view and had a resolution
of 2560 � 1920 pixels.

2.2. Human vision-based quality grading system

We further extended the existing quality grading standard17 and
devised a more complicated quality grading system to assess the retinal
images. The visibility of the optic disk and blood vessels was used as the
leading indicator of image quality. We defined the image quality grading
system as referred to the grading standard of fundus image of cataract
screening and assessment,18 which was according to the basic theory—
the diameter of blood vessels reduced as the vessels branched further,
and the optic disk was usually the most apparent retinal structure.
Table 1 lists the detailed 6 levels of quality classification with the cor-
responding typical images shown in Fig. 1.
Table 1
Human vision based image quality grading system.

Grading
Category

Description

Level 0 Small vessels after two bifurcations are clearly visible and edges
are sharp.

Level 1 Small vessels after two bifurcations are visible while edges are not
sharp.

Level 2 Small vessels after two bifurcations are invisible.
Level 3 Only main vessels and optic disk are visible.
Level 4 Only the optic disk is visible.
Level 5 No retinal structure is visible.
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As shown in Table 1, the retinal image quality was classified into 6
levels and Figures A to F represent the quality levels from 0 to 5,
respectively. In Fig. 1, image A has good quality, in which the optic disk,
macula, and blood vessels are visible, and the edges of small vessels are
sharp. The quality of image B is less than that of image A, but the small
vessels are still visible. The main vessels are visible in image C, while the
small vessels after two bifurcations are invisible. The optic disk is visible
in image D, and the main vessels are faintly visible. In image E, only the
optic disk is visible. Almost no retinal structures can be observed in image
F. In total, the higher the image quality, the more visible the retinal
structures.

2.3. Image enhancement method

We have previously developed the deep enhancer,19 and it aimed to
improve the overall quality of retinal images through learning the
characteristics from a set of high-quality images, and Fig. 2 illustrates its
framework.

The goal of the deep enhancer was to train mapping functions be-
tween two data sets. In the training process, the images in the two
training sets need not be paired one by one, and the two data sets should
have different characteristics. As shown in Fig. 2, this model included
two mapping functions, and they constantly generated intermediate re-
sults during the training process. The retinal images of data set 2 had
higher contrast and brightness compared to the retinal images of data set
1. The two discriminators were used to distinguish the style differences
between the intermediate results and target images. Through back-
propagation of neural network parameters, the two generators’
learning ability became more substantial, along with a reduction in the
loss function associated with image style.19 The training stopped when
the two discriminators could not judge the style difference between the
intermediate results and the target images.

After the style transfer by the trained deep enhancer, the retinal im-
ages in data set 1 obtained the style of retinal images in data set 2. Both
the contrast level and brightness level of data set 1 were improved and
were similar to those of data set 2. Thus, the goal of improving the image
quality was achieved. In this test, the two sets of retinal images were
photographed by different fundus cameras. Data set 1 was acquired by
using a handheld fundus camera (Miis DSC200), and data set 2 was ac-
quired by using a relatively high-end fundus camera (Canon CR-2).
Accordingly, the outputs of mapping function 1 were the enhancement
results, and three ophthalmologists assessed them based on the quality
grading system.

2.4. Single-blind assessment

Three ophthalmologists (S, Y, and Z) assessed the raw images and the
corresponding enhanced images. The specific process was as follows:
firstly, based on the quality grading system, the 1047 raw images were
classified into six levels; secondly, these 1047 images were enhanced by
our proposed deep enhancer and another image enhancement method16;
and then the order of the enhanced images was randomly shuffled for
further assessment. Once again, quality assessment of enhanced images
was performed by the three ophthalmologists. The assessment results of
raw and enhanced images were independently recorded.

In addition to the single-blind results, we also voted on the assessment
results. As quality degradation is a gradual process, it is difficult to
accurately determine the quality grading. Besides, different subjective
judgments may affect the assessment results. For the sake of fairness, we
determined the quality of each image based on majority voting. When
two or more ophthalmologists had the same assessment results, the
quality of a retinal image was determined. When all assessments of the
three ophthalmologists were different, we used the intermediate value as
the final decision.



Fig. 1. Quality classifications of retinal images. A-F denoted the 6 levels from 0 to 5.

Fig. 2. The framework of the deep enhancer for the retinal image.
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2.5. Comparison of the image reading results before and after GAN
enhancement

In order to accurately evaluate the effects of enhanced images on
doctors' judgment, we divided fundus images into a roughly normal
fundus and dubiously pathological fundus, and the latter was further
divided into the following 8 types: diabetic retinopathy, glaucoma,
maculopathy, hemorrhage due to other diseases, high myopic retinop-
athy, hypertensive retinopathy, optic neuropathy, and unreadable
3

pictures. We recorded the number of reading results for each ophthal-
mologist before and after image enhancement, independently, and
counted the number of consistent reading results between each other
before and after image enhancement. The consistency rate for pre- and
post-enhancement was calculated by the smaller number divided by the
larger number. For the subtypes whose number was more than 30 before
and after enhancement, we calculated the discrepancy rate, which was
equal to the discrepancy number divided by the larger number of pre- or
post-enhancement.
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3. Results

3.1. Distribution of quality assessments and quality changes for images
after enhancement

The number of completely consistent quality grading results between
three ophthalmologists were 731 (69.82%) for raw data, 723 (69.05%)
for GAN-enhanced data, and 721 (68.86%) for color retinal image
enhanced data, respectively. For the quality ratings inconsistent pictures,
two ophthalmologists had consistent grading results, and the remaining
ophthalmologist scored one grade higher or lower than the other two
ophthalmologists. None of the picture quality score results varied by
more than one grade. The assessment results for the three ophthalmol-
ogists and major voting before and after retinal image enhancement were
shown in Table 2 and the detail information was shown in Supplement
Table 1 to 8. A significantly increasing trend in the number distribution
of assessments was observed after the two image enhancements, and
65.2% and 48.6% of the images reached up to level 0 in terms of image
quality, and 245 (23.4%) and 379 (36.2%) reached up to level 1,
respectively (P＜0.001, Table 2). Detailed information about quality
changes is shown in Table 3 and Supplement Table 9. As shown in
Supplement Figure 1, Figure A and B increased quality, Figure C and D
maintained stable quality, whereas Figure E reduced quality after GAN
enhancement. Although quality level 0 and level 1 occupied a large
proportion after enhancement, 19.6% (205/1047) and 26.9% (282/
1047) of the images still showed a decrease in quality after GAN-based
deep enhancement and luminosity and contrast adjustment, respec-
tively (Supplement Table 9). However, approximately one-third of the
images; 393 (37.5%) images after GAN-based deep enhancement and
401 (38.3%) images after image enhancement based on luminosity and
contrast adjustment showed no change in the quality grade after
enhancement (Supplement Table 9).
3.2. Detailed quality assessments excluded images at level 0 before
enhancement

We performed a further analysis of the detailed change for retinal
images which were not changed after enhancement. As demonstrated in
Table 4, more than half of the retinal images, 66.4% and 53.1%,
respectively, were at level 0 before quality processing. Thus, in order to
veritably evaluate the effect of image enhancement, we excluded the 597
(57%) images at level 0 individually or by vote before enhancement, and
finally, 450 images were included in our analysis. Table 5 showed that a
large number of retinal images photographed by a handheld fundus
camera were increased after enhancement, 340 (75.6%) and 287
(63.8%), respectively, whereas, merely a minority of images decreased
after image processing (9.3% and 11.3%, respectively). On comparing
Table 2
The distribution of quality assessments for retinal images before and after enhancem

Ophthalmologist Retinal image Quality grading (n, %)

Level 0 Level 1

1 Raw data 435 (41.5%) 386 (36.9
GAN-enhanced data 819 (78.9%) 132 (12.6
Color retinal image enhanced data 368 (35.1%) 475 (45.4

2 Raw data 410 (39.2%) 479 (45.7
GAN-enhanced data 611 (58.4%) 319 (30.5
Color retinal image enhanced data 484 (46.2%) 390 (37.2

3 Raw data 473 (45.2%) 352 (33.6
GAN-enhanced data 577 (55.1%) 258 (24.6
Color retinal image enhanced data 675 (64.5%) 243 (23.2

Majority voting Raw data 435 (41.5%) 421 (40.2
GAN-enhanced data 683 (65.2%) 245 (23.4
Color retinal image enhanced data 509 (48.6%) 379 (36.2

Abbreviations: GAN ¼ generative adversarial network.
P–P value for comparison between raw data and enhanced data, including GAN-enha
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the two image processing methods, the GAN-enhanced method obtained
a better advantage for image improvement (P＜0.001). Specifically, a
large number of retinal images, 46.9% and 39.8%, respectively,
increased one level after enhancement (Table 5). Among them, the im-
ages that changed from level 1 to level 0 dominated a majority (82.5%
and 69.8%, respectively, Supplement Table 10). Of the 22 images that
decreased one level after GAN-image processing, 15 images changed
from level 1 to level 2, six images changed from level 2 to level 3, and
only one image changed from level 3 to level 4 (Supplemnt Table 11).
3.3. Comparison of image reading results before and after GAN
enhancement

As shown in Table 6, although the number of abnormal lesions
decreased slightly after GAN enhancement, except for the ophthalmolo-
gist Z's results, totally, the consistency rate pre- and post-enhancement
fluctuated from 86.6% to 95.6%. In terms of specific disease subtypes,
the ophthalmologist Z's diagnosis results showed great fluctuationmainly
focused on less unreadable images, more maculopathy, and more high
myopia after enhancement; and for the preliminary results of ophthal-
mologists S and Y, both the discrepancy number and discrepancy rate
were less than 15 and 15%, respectively (Table 6 and Fig. 3).

4. Discussion

Our study introduced a deep learning technique to improve the
quality of retinal images photographed by a handheld fundus camera,
without any significantly increased inconsistencies, which may improve
the readability and could be widely used for the screening of ophthalmic
diseases in community hospitals. Although the GAN system has been
previously published and used in the image synthesis task, we have
further attempted to apply a pair of GANs to enhance fundus images
taken by a handheld device via the domain transformation from a
handheld device to a relatively high-end device.

As traditional ophthalmic equipment, a fundus camera, classified into
the following two types: tabletop and handheld, is helpful for the diag-
nosis and early screening of ocular fundus pathology. Actually, due to the
high costs and technical difficulty, not all community healthcare centers
and remote areas are equipped with table fundus cameras. Due to its
features, such as being small, portable, and relatively inexpensive, a
hand-held fundus camera is more suitable for disease screening in the
crowd. However, due to insufficient brightness and low contrast, the
clarity of images photographed by a handheld fundus camera is not al-
ways satisfactory. Therefore, image enhancement is a feasible solution
for making the acquired images meet the clinical requirements. Retinal
image enhancement can improve the quality of retinal images collected
in community healthcare centers or ophthalmology clinics, which is the
ent.

P

Level 2 Level 3 Level 4 Level 5

%) 121 (11.6%) 66 (6.3%) 37 (3.5%) 2 (0.2%)
%) 37 (3.5%) 31 (3.0%) 22 (2.1%) 6 (0.6%) ＜0.001
%) 129 (12.3%) 50 (4.8%) 24 (2.3%) 1 (0.1%) ＜0.001
%) 102 (9.7%) 40 (3.8%) 14 (1.3%) 2 (0.2%)
%) 64 (6.1%) 35 (3.3%) 16 (1.5%) 2 (0.2%) ＜0.001
%) 124 (11.8%) 46 (4.4%) 3 (0.3%) 0 ＜0.001
%) 178 (17.0%) 31 (3.0%) 12 (1.1%) 1 (0.1%)
%) 106 (10.1%) 56 (5.3%) 29 (2.8%) 21 (2.0%) ＜0.001
%) 83 (7.9%) 40 (3.8%) 5 (0.5%) 1 (0.1%) ＜0.001
%) 136 (13.0%) 38 (3.6%) 15 (1.4%) 2 (0.2%)
%) 59 (5.6%) 34 (3.2%) 20 (1.9%) 6 (0.6%) ＜0.001
%) 110 (10.5%) 43 (4.1%) 5 (0.5%) 1 (0.1%) ＜0.001

nced data or color retinal image enhanced data.



Table 3
The detailed distribution of quality changes for retinal images before and after enhancement.

Ophthalmologist Retinal image Quality changes (n)

�5 �4 �3 �2 �1 0 1 2 3 4 5

1 GAN-enhanced data 3 9 19 35 70 399 326 99 59 26 2
Color retinal image enhanced data 0 6 31 76 245 362 200 81 32 14 0

2 GAN-enhanced data 1 5 23 39 158 393 325 72 22 7 2
Color retinal image enhanced data 0 0 19 62 219 389 271 59 21 6 1

3 GAN-enhanced data 10 19 39 72 165 359 250 110 16 6 1
Color retinal image enhanced data 0 2 20 50 146 408 267 123 24 6 1

Majority voting GAN-enhanced data 3 8 25 38 131 393 316 99 21 11 2
Color retinal image enhanced data 0 2 18 66 196 401 253 82 20 8 1

Abbreviations: GAN ¼ generative adversarial network.
A positive number represented an increase in image quality changes after enhancement, a negative number represented a reduction in image quality changes after
enhancement, and zero represented no change in image quality changes after enhancement.

Table 4
The distribution of quality changes for retinal images which was not changed after enhancement.

Ophthalmologist Retinal image Quality Change (n, %) Total

0 to 0 1 to 1 2 to 2 3 to 3 4 to 4 5 to 5

1 GAN-enhanced data 338 (84.7%) 50 (12.5%) 6 (1.5%) 4 (1%) 1 (0.3%) 0 399
Color retinal image enhanced data 158 (43.6%) 185 (51.1%) 16 (4.4%) 3(0.8%) 0 0 362

2 GAN-enhanced data 247 (62.8%) 140 (35.6%) 4 (1.0%) 2 (0.5%) 0 0 393
Color retinal image enhanced data 205 (52.7%) 173 (44.5%) 10 (2.6%) 1 (0.3%) 0 0 389

3 GAN-enhanced data 255 (71.0%) 85 (23.7%) 18 (5%) 1 (0.3%) 0 0 359
Color retinal image enhanced data 310 (76%) 84 (20.6%) 13 (3.2%) 1 (0.2%) 0 0 408

Majority voting GAN-enhanced data 261 (66.4%) 116 (29.5%) 13 (3.3%) 1 (0.3%) 2 (0.5%) 0 393
Color retinal image enhanced data 213 (53.1%) 161 (40.1%) 20 (5%) 5 (1.2%) 2 (0.5%) 0 401

Table 5
The distribution of quality changes for retinal images after excluded images level
0 before enhancement.

Retinal image GAN-
enhanced
data

Color retinal image
enhanced data

P

Quality changes
(n, %)

increase 340 (75.6%) 287 (63.8%) ＜
0.001unchanged 68 (15.1%) 112 (24.9%)

decrease 42 (9.3%) 51 (11.3%)
Quality changes
in detail (n, %)

�4 1 (0.2%) 0
�3 10 (2.2%) 2 (0.4%)
�2 9 (2.0%) 16 (3.6%)
�1 22 (4.9%) 33 (7.3%)
0 68 (15.1%) 112 (24.9%)
1 211 (46.9%) 179 (39.8%)
2 95 (21.1%) 79 (17.6%)
3 21 (4.7%) 20 (4.4%)
4 11 (2.4%) 8 (1.8%)
5 2 (0.4%) 1 (0.2%)

Abbreviations: GAN ¼ generative adversarial network.
A positive number represented an increase in image quality changes after
enhancement, a negative number represented a reduction in image quality
changes after enhancement, and zero represented no change in image quality
changes after enhancement.
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guarantee for clinical diagnosis and further artificial intelligence anal-
ysis. From the perspective of the government, it helps to save medical
resources and reduce health care costs.

However, retinal image has their unique morphological characteris-
tics and color, and some standard methods may not be applicable for
enhancing the retinal images.20 For example, the retina cortex-based
method performs well in outdoor image enhancement, while over
enhancement produces heavy noise when applied to retinal images. Zhou
et al. proposed a reliable enhancement method for the retinal images,16

which consisted of brightness and contrast improvement. The first step is
to improve the visibility of retinal structures in dark areas by using a
Gamma map. Based on the contrast limited adaptive histogram equal-
ization, the contrast improvement can easily introduce the apparent
5

noise. Enhancement using a matched filter is beneficial for improving the
contrast of blood vessels,21–23 but it hurts the other retinal structures.
Xiong et al. proposed an enhancement method for retinal images based
on a scattering model.24 By appropriately estimating the global atmo-
spheric light and transmission coefficients for each pixel, the method can
effectively improve the contrast and preserve the original color.

In our study, 42.9% of primary images achieved an increased quality
classification after enhancement, 37.5% did not change, and 19.6%
showed decreased quality classification (Supplement Table 9). Thus, a
considerable part of the quality grading was not changed mainly because
66.4% of unchanged images were rated at the highest level 0 before
enhancement (Table 4). After removing this portion, 75.6% of the orig-
inal images increased their quality grades, and only 15.1% of images did
not change the grading after enhancement (Table 5). It may indicate that
the enhancement itself cannot recover the texture information of small
vessels that disappear entirely in a raw image. Moreover, 9.3% of images
showed a grading decline after enhancement (Table 5); of them, 82.5%
decreased from level 1 to level 0 (Supplement Table 10). The possible
reasons were as follows: the deep enhancer did not transfer the style very
well on the details, or the ophthalmologists may have made some sub-
jective errors when the difference between the two adjacent quality
gradings was slight.

We observed that the enhancement method proposed in the previous
article, which was based on luminosity and contrast adjustment, was less
sensitive to improving the quality of retinal images than our deep
enhancer since more images were unchanged or decreased after
enhancement (P＜0.001, Table 5).16 The number of images with an in-
crease in the quality was less than that in the assessment results based on
the deep enhancer (P＜0.001, Table 5). Thus, our proposed deep
enhancer may have a better ability to improve the visual quality of retinal
images photographed by a handheld fundus camera compared to the
method of color retinal image enhancement.

A good visual effect is the guarantee of a successful diagnosis.
Compared to the method of color retinal image enhancement, two sets of
typical enhanced images were displayed to show their performance dif-
ference. In Fig. 4, the first column A was the raw image, and the second B



Table 6
Comparison of images reading results before and after GAN-enhancement.

Type Unreadable Diabetic
retinopathy

Glaucoma Maculopathy Hemorrhage due
to other
retinopathy

High myopia
retinopathy

Hypertensive
retinopathy

Optic
neuropathy

Total Consistency
rate

Pre-S 49 32 11 63 11 16 1 0 183 95.6%
After-S 46 34 4 63 14 13 1 0 175
Discrepancy-S 3 2 7 0 3 3 0 0 8
Discrepancy
rate-S

6.1% 5.9% – 0 – – – – 4.4%

Pre-Y 60 38 9 92 17 16 1 0 233 90.1%
After-Y 66 29 4 79 9 19 4 0 210
Discrepancy-
Y

6 9 5 13 8 3 3 0 23

Discrepancy
rate-Y

9.1% – – 14.1% – – – – 9.8%

Pre-Z 77 12 10 185 14 62 2 5 367 87.2%
After-Z 50 15 8 221 26 97 1 3 421
Discrepancy-Z 27 3 2 36 12 35 1 2 54
Discrepancy
rate-Z

35.1% – – 16.3% – 36.1% – – 12.8%

Consistency-
pre SY

41 25 6 51 9 9 1 0 142 89.4%

Consistency-
after SY

39 21 3 50 5 8 1 0 127

Discrepancy-
SY

2 4 3 1 4 1 0 0 15

Discrepancy
rate-SY

4.9% – – 2.0% – – – – 10.6%

Consistency-
pre SZ

39 12 6 58 7 12 0 0 134 91.8%

Consistency-
after SZ

32 14 3 57 7 10 0 0 123

Discrepancy-
SZ

7 2 3 1 0 2 0 0 11

Discrepancy
rate-SZ

17.9% – – 1.7% – – – – 8.2%

Consistency-
pre YZ

46 12 8 74 8 12 0 0 160 86.6%

Consistency-
after YZ

36 15 3 64 4 15 0 0 137

Discrepancy-
YZ

10 3 5 10 4 3 0 0 23

Discrepancy
rate-YZ

21.7% – – 13.5% – – – – 14.4%

Pre/After-S: The number of reading results for ophthalmologist S before/After image enhancement.
Pre/After-Y: The number of reading results for ophthalmologist Y before/After image enhancement.
Pre/After-Z: The number of reading results for ophthalmologist Z before/After image enhancement.
Consistency-pre/after SY: The number of consistent reading results between ophthalmologist S and ophthalmologist Y before/after image enhancement.
Consistency-pre/after SZ: The number of consistent reading results between ophthalmologist S and ophthalmologist Z before/after image enhancement.
Consistency-pre/after YZ: The number of consistent reading results between ophthalmologist Y and ophthalmologist Z before/after image enhancement.
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and third C columns were the enhancement results based on luminosity
and contrast adjustment and GAN deep enhancer, respectively. The
contrast can be improved by either method; however, the method based
on luminosity and contrast adjustment dramatically enlarges the noise.
The enhanced noise may affect the visibility of abnormalities, such as
microaneurysm or drusen, since both lesions are tiny. With respect to the
enhancement results, GAN enhancement showed better visibility of the
main retinal structures, such as the optic disk, blood vessels, and macula,
and it could better suppress the noise.

To be more specific, we analyzed the quality improvement in local
areas, including the blood vessels, optic disk, and macula (Fig. 5). The
three columns represented the image patches from the raw images A,
enhanced images based on luminosity and contrast adjustment B, and
GAN deep enhancer C, respectively. Generally, the contrast was
improved after the former method but it introduced over enhancement as
well. For image patch 1, the blood vessels in the enhanced image B lost
the primary color and became very dark, which looked like an abnor-
mality. As for the result of the proposed deep enhancer C, although the
color style of the retinal background was changed, the vessels' color was
preserved. For the optic disk in patch 2, the color of blood vessels in the
6

optic disk was also distorted in patch B2, and the peripapillary atrophy
outside the optic disc should not be black. For the macula in patch 3, over
enhancement was also evident after enhancement in patch B3, which
may increase the risk of misdiagnosis.

Apart from improving the visual effect of retinal images, the deep
enhancer could also help to improve the reliability of automatic retinal
image processing. Vessel tracking was employed to demonstrate this
improvement.25 We can use vessel tracking based on the intensity dif-
ference between blood vessels and surrounding pixels to measure the
parameters of blood vessels, such as the curvature and width. However,
quality degraded images often suffer from low contrast, and then the
tracking accuracy is easily affected. By using our method to track the
blood vessels in the original image and enhanced image, as shown in
Fig. 6, it is not difficult to determine that the enhanced image is more
conducive to tracking and obtaining the correct blood vessel.

Moreover, our proposed deep enhancer can be easily generalized
because the training sets are unpaired and it is convenient to collect
image sets with different characteristics. For example, we can achieve the
enhancement of blurry retinal images with relatively clear fudus images
for cataract patients via a deep enhancer that can deblur after training by



Fig. 3. The comparison of the number of retinal image judgment results before and after GAN-enhancement. A–C represented the number of assessment results for
ophthalmologists S, Y, and Z, respectively. D–F represented the number of consistent results for the two ophthalmologists—S and Y, S and Z, and Y and Z, respectively.
The green line represented the assessment results pre-enhancement, and the red line represented the assessment results after enhancement.
GAN: generative adversarial network.

Fig. 4. Visual assessment of the retinal images before and after two image enhancements. A. Raw images. B. Retinal images after luminosity and contrast adjustment.
C. Retinal images after GAN-based deep enhancer. 1: Fundus photograph of the right eye; 2: Fundus photograph of the left eye.
GAN: generative adversarial network.
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replacing data set 1 (refer to Fig. 2) with the blurry retinal images from
cataract patients.

Our study was the first attempt for the GAN model in retinal images
photographed by a handheld fundus camera. It truly has several
7

limitations. Firstly, the study had a relatively small sample size, and there
were a small number of images that did not change their quality classi-
fication or showed a decline in quality classification after enhancement.
Thus, a large sample is needed to expand and validate our results. In



Fig. 5. Visual assessment of blood vessels, optic disk, and macula. A. Image patches from raw images; B. Image patches from the enhanced images after luminosity and
contrast adjustment; C. Image patches from retinal images after GAN-based deep enhancer. 1: blood vessel; 2: optic disk; 3: macula.
GAN: generative adversarial network.

Fig. 6. Results of vessel tracking based on the raw images and enhanced images. A. Tracking results using raw images; B. Tracking results using GAN-based enhanced
images; C. The image vessel using GAN-based enhancer. The arrows indicate the direction in which the blood vessels are tracking. Successive asterisks represent the
trajectory of blood vessel tracking.
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addition, because it is a routine screening in the population, we did not
have a gold standard for disease diagnosis; therefore, we could not verify
the effectiveness of the GANmodel in diagnosing specific diseases. Lastly,
the limitations of GAN-based enhancement method truly can not be
neglected. The information fidelity of dark areas in the original image
will decrease in the generated image after enhancement, and this is
because the primary purpose of GAN is domain transformation, and small
information degradation is easy to occur in the process of domain
transformation process. And the training of the GAN model is time-
consuming, which decreases the efficiency of parameter tuning.

In general, the quality of handheld fundus photographs could be
effectively improved after deep enhancement, which may partially solve
the current clinical dilemma.Moreover, the application of the GAN-based
deep enhancer in retinal images undoubtedly improves the working ef-
ficiency and meets the need for disease-related general investigation in
community hospitals without significantly increasing the rate of
misdiagnosis.
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