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We summarize here several studies performed in our laboratory, mainly
using serial block-face scanning electron microscopy (SBEM), to assess
how sleep, spontaneous waking and short sleep deprivation affect the size
and number of synapses in the cerebral cortex and hippocampus. With
SBEM, we reconstructed thousands of cortical and hippocampal excitatory,
axospinous synapses and compared the distribution of their size after sev-
eral hours of sleep relative to several hours of waking. Because stronger
synapses are on average also bigger, the goal was to test a prediction of
the synaptic homeostasis hypothesis, according to which overall synaptic
strength increases during waking, owing to ongoing learning, and needs
to be renormalized during sleep, to avoid saturation and to benefit
memory consolidation and integration. Consistent with this hypothesis,
we found that the size of the axon-spine interface (ASI), a morphological
measure of synaptic strength, was on average smaller after sleep, but with
interesting differences between primary cortex and the CAl region of the
hippocampus. In two-week-old mouse pups, the decline in ASI size after
sleep was larger, and affected more cortical synapses, compared with one-
month-old adolescent mice, suggesting that synaptic renormalization
during sleep may be especially important during early development. This
work is still in progress and other brain areas need to be tested after
sleep, acute sleep loss and chronic sleep restriction. Still, the current results
show that a few hours of sleep or waking lead to significant changes in
synaptic morphology that can be linked to changes in synaptic efficacy.

This article is part of the Theo Murphy meeting issue ‘Memory reactivation:
replaying events past, present and future’.

1. Introduction

In this paper, we discuss the results of several anatomical studies conducted in
our laboratory over the last several years, with the goal of characterizing the
effects of sleep and waking on synaptic morphology. We start by providing a
short overview of the morphological features of excitatory synapses and the evi-
dence showing that there is a strong positive correlation between functional and
structural synaptic measures, that is, stronger synapses are also bigger. We then
review experiments in mice that assessed changes in spine number after sleep
and waking using repeated two-photon imaging. Finally, we focus on recent
experiments using serial electron microscopy, which tested the prediction of
the synaptic homeostasis hypothesis that synapses should get stronger, and
thus bigger, after waking, and weaker, and thus smaller, after sleep. All studies
used YFP-H mice whose sleep/waking pattern and response to sleep deprivation
were characterized in our laboratory and are also briefly described here.

2. Spines and synaptic elements

Most synapses in the mammalian brain are of excitatory, glutamatergic nature
and their post-synaptic elements reside in protrusions of the dendritic shafts
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Figure 1. Pre-synaptic and post-synaptic elements. Examples of two spines harbouring synapses in layer 2 of primary motor cortex (mouse, postnatal day 30; [11]).
(a) and (c) show the spines and their corresponding dendritic shafts in yellow. In (a), the white asterisk indicates the location of the active zone, facing the post-
synaptic density PSD (blue asterisk). (b) and (d) show other major components of the pre-synaptic and post-synaptic compartments. The direct area of contact
between pre-synapse (axon bouton) and post-synapse (spine head) is called the ASI (axon—spine interface), indicated in red.

called spines. Originally named by Cajal, ‘espinas” were first
described in Purkinje cells of the cerebellum and soon after-
wards in pyramidal neurons of the cerebral cortex ([1],
reviewed in [2,3]). Serial electron microscopy has shown
that almost all spines in the adult brain are sites of synaptic
contact. In the mouse cerebral cortex, for instance, the com-
plete reconstruction of 144 spines revealed that only 3.6% of
them were non-synaptic, that is, they lacked the post-synaptic
density (PSD), the electron-dense region where glutamate
receptors and scaffold proteins are concentrated [4]. In
addition to the PSD, excitatory synapses contain distinct
structural elements on the pre-synaptic site, including the
synaptic vesicles and the active zone, the specialized area
facing the synaptic cleft where vesicles fuse with the pre-
synaptic membrane and release glutamate. Ultrastructural
studies in the cerebral cortex, cerebellum and hippocampus
have found that the number of pre-synaptic vesicles, the size
of the active zone, the PSD area, the spine head volume and
the area of contact between pre-synapse and post-synapse
(also called ASI, axon-spine interface) are strongly positi-
vely correlated [5-10]. Some of these pre-synaptic and
post-synaptic elements are shown in figure 1.

Structural synaptic measures are also correlated with
measures of the strength of a synapse, the efficacy by
which a given stimulus is transmitted from the pre-synaptic

compartment, the axon of the input neuron, to the post-
synaptic compartment, the spine head of the target neuron.
Synaptic strength is usually measured by the amplitude of
the post-synaptic electric current evoked by that stimulus.
Stronger synapses, which yield stronger electric currents trig-
gered by the release of glutamate, also have larger active
zones containing more synaptic vesicles, larger PSDs, larger
synaptic contact areas between pre- and post-synapse and
larger spine heads. For instance, spine head volume and
PSD area are correlated with the number of glutamatergic
AMPA receptors in the spine [12-14]. Moreover, glutamate
uncaging experiments have found that spine head volume
is correlated, at the single synapse level, with the amplitude
of the electric current mediated by the AMPA receptors
present in the spine [15]. Recent experiments using live
super-resolution imaging have also revealed that the induc-
tion of synaptic potentiation leads to spine expansion and
to the coordinated and spatially aligned addition of ‘nanomo-
dules’, clusters of pre-synaptic and post-synaptic proteins
that are added to the active zone and the PSD, respectively
[16]. Other recent studies combined two-photon uncaging
of glutamate, two-photon time-lapse imaging and electron
microscopy [10,17]. These experiments found a close corre-
lation between increase in AMPA current and spine
expansion after the induction of long-term potentiation in
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single dendritic spines and described the temporal relation
between spine enlargement and the relocation of dozens of
synaptic proteins. Spine enlargement was found to occur
rapidly after synaptic potentiation and to persist for at least
3h only in the spines in which the PSD area and the
axonal bouton also enlarged, pointing to a close link between
the growth of pre-synaptic and post-synaptic components
after the induction of synaptic plasticity [10]. In summary,
structural and functional measures of synaptic strength are
strongly linked, both in baseline conditions and after the
induction of synaptic plasticity.

3. Characterization of sleep in YFP-H mice

Over the past several years, we have been studying how the
number and size of synapses change across the sleep/waking
cycle and after sustained sleep loss in B6.Cg-Tg(Thyl-
YFP)16]rs/] mice. In these animals, the yellow fluorescent
protein (YFP) is expressed in a subset of cortical dendrites and
spines, allowing us to measure spine turnover in vivo (see §4
on ‘two-photon imaging’). The sleep/waking pattern of the
YFP-H strain was characterized in detail in our laboratory
from early adolescence to adulthood (postnatal days P19-111)
[18]. In the subsequent ultrastructural studies we mainly focused
on one-month-old adolescent animals. At this age, YFP-H mice
have consolidated sleep during the day and are mainly awake at
night, like adult mice. Their total sleep time and the length of
non-rapid eye movement (NREM) sleep episodes reach adult
levels at P30, while rapid eye movement (REM) sleep amounts
are slightly higher than in adulthood. At the same age, sleep
deprivation (4 h starting at light onset) leads to an increase in
time spent asleep in the first 4 h of recovery, but there is no sig-
nificant rebound in slow-wave activity (SWA, 0.5+4 Hz)
during NREM sleep. However, as in adults, SWA shows the
expected homeostatic decline in the course of baseline NREM
sleep. This finding suggests that the lack of SWA rebound after
sleep deprivation is due to a ceiling effect, consistent with the
very high levels of SWA already present in these animals
during baseline [18]. On the other hand, one-month-old YFP-H
mice show an increase in theta and alpha frequencies after
sleep deprivation, reminiscent of the broad increase in the elec-
troencephalogram (EEG) power spectrum, spanning from 1 to
11 Hz, often seen in adult sleep deprived mice [18]. In sum-
mary, sleep/waking pattern and sleep homeostatic regulation
in adolescent (P30) YFP-H mice highly resemble those
described in adult mice, the most notable difference being the
lack of a rebound in SWA after acute sleep loss.

More recently we also characterized sleep/waking behav-
iour in YFP-H pups aged P13 [19]. EEG patterns are not
informative at this age owing to the immaturity of the
cortex, and thus sleep and waking were distinguished solely
based on behaviour. Two siblings and the dam were observed
during the light phase in their cage (sleep/waking behaviour
was difficult to assess at night, owing to the small size and
dark fur of these mice). YFP-H pups were asleep roughly
half of each hour during the day, consistent with the results
in a second strain of mice, CD-1, which we also studied at
two weeks of age [19]. When forced to stay awake for up to
6 h, YFP-H pups were only weakly responsive to novel objects
and gentle handling, in line with the immaturity of hearing
and vision at two weeks of age. Yet, during the first 2 h of
recovery after sleep deprivation YFP-H pups showed a

rebound in sleep duration, also consistent with the results in n

CD-1 pups. This result strongly suggests that the mechanisms
of sleep homeostasis are already in place at two weeks of age,
as they are in rats [20,21].

4. Two-photon imaging of cortical spine
turnover across sleep and waking
in YFP-H mice

Several laboratories have applied repeated two-photon ima-
ging to the cerebral cortex of YFP-H mice in order to
measure changes in spine turnover caused by sensory experi-
ence and learning. These studies found that sensory
deprivation induced by whisker trimming preferentially
reduces spine elimination in P30 YFP-H mice [22,23], while
motor training or sensory enrichment promotes rapid spine
formation followed by an increase in both spine formation
and elimination [23,24]. We asked whether sleep and
waking also affect spine turnover. In adolescent YFP-H ani-
mals, aged P23 to P44, we performed repeated two-photon
imaging of sensorimotor cortex and followed the formation
and elimination of spines in the apical dendrites of layer 5
pyramidal neurons [25]. Based on their shape, spines can
be subdivided in three major classes—thin, stubby and mush-
room—although this classification is somewhat arbitrary
because shapes and sizes of synapses follow a continuum
[8,26]. We found that spine formation and elimination
occurred in small- and medium-sized spines (thin and
stubby), but not in large (mushroom) spines. Both processes
happened at all times, independent of behavioural state,
but sleep and waking biased spine turnover. Specifically,
spine elimination exceeded spine formation when 6-8 h of
sleep occurred between the two imaging sessions. By con-
trast, spine gain was greater than spine loss when mice
spent most of the intervening time spontaneously awake at
night, or when they were sleep deprived with novel objects
during the day. Filopodia, thin protrusions without a bulbous
head that are more frequent in immature brains, were present
in all mice but showed no consistent changes due to sleep and
waking. Spine number also showed no net changes when only
2-3 h of sleep or waking occurred between two consecutive
imaging sessions. Thus, spine formation can be triggered
rapidly by learning [27] but, at least in naive animals, several
hours of sleep seem to be required to promote net spine loss.
This interpretation is supported by independent observations
performed in another laboratory, which found that spine elim-
ination was higher across the 12 h light period, when mice are
mostly asleep, than over the dark period, when they are
mainly awake [28].

Along a dendritic segment, synaptic strength depends
both on the total number of synapses and on their size. The
two-photon imaging experiments performed in YFP-H mice
only assessed changes in spine number. Thus, they cannot
be used in isolation to infer changes in synaptic strength,
for two reasons. First, owing to the suboptimal spatial resol-
ution of the imaging method, spine size was not measured in
these experiments. Second, acute changes in spine number do
not necessarily reflect changes in synapse number, because
the majority of newly formed spines either do not form
synapses or represent transient synapses that disappear
within 2-4 days [29]. For instance, one study in naive adult
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mice found that 71% of the spines formed within the previous
24 h lacked detectable amounts of PSD-95, the major scaffold
protein of the PSD that anchors glutamate receptors at the
synapse, and only 18% of these spines were still present
24 h later [30]. Moreover, in trained animals, the consolida-
tion of the newly learned task does not correlate with the
acute increase in spine turnover but with the stabilization
of a subset of newly formed synapses, which requires a few
days and coincides with the acquisition of a cluster of
PSD-95 that stabilizes AMPA receptors (reviewed in [29]).

5. Three-dimensional electron microscopy
of cortical and hippocampal spines in
YFP-H mice

In order to accurately assess synapse size after sleep and
waking, we applied serial block-face scanning electron
microscopy [31]. One cannot follow the same synapses long-
itudinally with this method, but its exquisite spatial
resolution allows measurement of both synapse number
and size with great accuracy. The microscope is equipped
with an automated microtome that cuts thin sections (usually
40-50 nm thick) from the surface of a block of tissue pre-
viously fixed and stained with heavy metals. After the face
of the block is scanned, a section is cut and the block is
raised to the focal plane and imaged again, allowing the auto-
matic acquisition of hundreds of serial images (figure 2a).
We routinely acquire stacks of~500 images (approx. 10000-
15000 pm?) in less than 24 h. The stacks are then segmented
by trained annotators to reconstruct the dendritic shafts, the
spines and their organelles, and the ASI (figure 2b—¢). In
some of our studies, the synaptic vesicles and the peripheral
astrocytic processes surrounding the synapses were also
reconstructed and measured.

Because the accuracy of the automatic methods of
segmentation remains suboptimal, we perform all three-
dimensional reconstructions manually. This time-consuming
step is currently the major factor that limits the number and
size of the brain regions to be analysed. In the past 6 years,
we have completed three studies that are discussed below
performed in the cerebral cortex [11] and the CA1 region of
the hippocampus [32] of one-month-old adolescent YFP-H
mice, and in the cerebral cortex of two-week-old YFP-H
pups [19]. In these experiments, the size of synaptic com-
ponents was measured after several hours of sleep,
spontaneous waking and enforced waking. Overall, the
results show that many cortical and hippocampal synapses
get smaller after sleep compared to waking, consistent with
an overall decrease in synaptic strength after sleep [33].
Other studies have further analysed a subset of these
synapses to document changes in the surrounding peripheral
astrocytic processes [34,35] as well as measured the effects of
sleep loss on myelin formation [36].

6. Changes in the ultrastructure of cortical
synapses in adolescent YFP-H mice after sleep
and waking

In the first study, we reconstructed a total of 7149 cortical
spines containing excitatory synapses from 3 groups of one-

month-old YFP-H mice [11]. The brains were collected in n

the light phase after approximately 7h of sleep (S) or
extended waking enforced by exposure to novel objects
(EW), and after approximately 7 h of spontaneous waking
at night (SW). The use of three experimental groups allowed
us to tease apart the effects of behavioural state (sleep versus
waking) from those of stress (spontaneous versus forced
waking) and time of day (day versus night). We targeted
layer 2 in primary motor (M1) and primary sensory (S1)
cortex, because superficial layers of primary areas remain
highly plastic even after early development (e.g. [37-41]).
We segmented a total of 168 spiny dendritic branches,
which in layer 2 belong to basal and oblique dendrites of
layer 2 pyramidal neurons, or to intermediate and terminal
dendrites of layers 3 and 5 pyramidal neurons. Synapse
size was first assessed by measuring the ASI, which was
fully reconstructed in 6305 synapses (>277 ASIs/mouse, 4
mice/group). Because sleep/waking effects in M1 did not
differ from those in S1, the results were pooled.

The main finding was that ASI size declined on average
by approximately 18% after sleep relative to after both
waking conditions, which were indistinguishable from each
other. At the population level, the decline in ASI size could
be described as downscaling, that is, synapses shrank after
sleep in a manner proportional to their size (multiplicative
scaling). The downscaling was widespread but selective: it
did not affect all synapses but a range of sizes comprised
between 0 and 80%, sparing the largest 20% of synapses. In
addition to small/medium size, the presence of endosomes
inside the spine was another predictor of downscaling after
sleep, in line with the role of these organelles in protein recy-
cling and secretory trafficking inside the post-synaptic
compartment [42,43]. By contrast, downscaling could not be
predicted by the presence of a spine apparatus in the spine,
or mitochondria in the axonal bouton. Consistent with the
ASI results, the spine head volume also decreased after
sleep relative to both waking conditions. The density of cor-
tical synapses (number of synapses by dendrite surface
area) did not change between sleep and waking, nor did
the density of the cortical spines lacking a synapse (filopo-
dia). In summary, in layer 2 of M1 and S1 all but
the largest excitatory synapses declined in size after sleep
compared to waking.

7. Changes in the ultrastructure of hippocampal
synapses in adolescent YFP-H mice after sleep

and waking

The three experimental groups (S, EW and SW) employed in
the study of cortical synapses were then used to test whether
sleep and waking also affect hippocampal synapses [32]. We
targeted the middle of the stratum radiatum of the CAl
region, the focus of many previous studies on synaptic plas-
ticity. In this area, axospinous synapses are established by
Schaffer collaterals from ipsilateral CA3 pyramidal neurons,
by collaterals from contralateral CA3 pyramidal neurons,
and by associational fibres from CA3 cells in other lamellae
[44]. In total, we reconstructed 7819 spines containing a
synapse in 101 dendritic branches, and the ASI was fully
traced and measured in 7341 synapses (>425 ASIs/mouse,
4-6 mice/group).
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Figure 2. (a) Schematic showing the basic principle of serial block-face scanning electron microcopy: the face of the sample block is imaged and sliced repeatedly.
Consecutive images are collected in stacks that are automatically aligned and then used for the manual segmentation of the structures of interest; for instance, the three
dendritic branches shown in colour on the right (CA1 stratum radiatum, mouse P30; [32]). SEM, scanning electron microscope. (b) Example of one two-dimensional
image in the stack where several dendritic elements and spines were manually segmented (CA1 stratum radiatum, mouse P30; [32]. Each dendrite and its spines are
indicated by a different colour. Trained annotators learned to use the open source software Fiji to manually trace the object of interest (spine, ASI, axon bouton, etc.) over
serial sections, to obtain a three-dimensional reconstruction of the object. All final reconstructions were checked for accuracy and consistency by the same person, to
ensure that all annotators followed the same established rules. (¢d) Three-dimensional representation of a dendritic segment (in blue) and the axon making synaptic
contact (orange); the lower panel shows one spine head (yellow) contacted by the axon (orange); their direct area of contact, the AS, is indicated in red. (e) Two-
dimensional image showing an example of a segmented axon bouton with synaptic vesicles (orange), ASI (red), spine head (yellow) and dendritic segment (blue).

In M1 and S1, we found that the distribution of synapse
size was log-normal, that is, most synapses were small or
medium size and only a few synapses were large, in line
with the findings reported in other cortical areas [30,45,46].
The distribution of synapse size in the CAl region was
instead bimodal: it included a more numerous group of
small synapses and a less numerous, but sizable, group of
medium and large synapses (figure 3a). The two groups par-
tially overlapped in size, but could be distinguished using
specific ultrastructural features, in line with previous studies

[47,48]. Specifically, the more numerous group included the
‘non-perforated’ synapses, which are on average small, have
a continuous PSD, lack a spine apparatus, and are weak
because they contain few AMPA and NMDA receptors. The
less numerous group included the ‘perforated’ synapses,
which are on average large, located in mushroom spines,
have discontinuities in their PSD (hence the name perfo-
rated), often contain a spine apparatus and/or a small
protrusion called spinula, and are strong because they
house many AMPA and NMDA receptors (figure 3b).
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Figure 3. (a) Examples of dendritic segments from primary cortex (left, lighter blue, S group) and CA1 (right, darker blue, S group) and lists of some of their
structural differences. Probability densities (log-transformed) reveal a log-normal distribution of ASI size in cortex and a bimodal distribution in CA1. Results are
described in detail in the original publications: primary cortex P30 [11]; CA1 stratum radiatum P30 [32]. (b) Two-dimensional images of cortical synapses ((i) and
(iv)) and CA1 synapses ((ii), (v) and (iii),(vi)). i), (v) and (iii),(vi) show the two types of CA1 synapses, non-perforated (np, in blue) and perforated (p, in green),
and some of the distinctive features of perforated synapses, including the presence of a spine apparatus (sp) and a discontinuous post-synaptic density (asterisk).
Non-perforated synapses have a continuous post-synaptic density. (c) Probability density of ASI size (um?) in cortex (left) and in CA1 (right) and summary of the
results. In primary cortex, the decrease in ASI size after sleep is size-dependent: it occurs in small and medium synapses (grey circle and arrow), which represent
approximately 80% of synapses, but spares the largest synapses. In CA1, the perforated synapses (green circle and arrows) show smaller ASI size after sleep (S)
relative to spontaneous waking (SW) as well as after S relative to extended waking (EW). Non-perforated synapses (blue circle and arrow) show smaller ASI size after
S relative to EW (but not relative to SW). Synapse density shows a trend to decrease in S relative to EW (p=10.0832; details in [32].) The three experimental

conditions are depicted in the (i) (SW, EW and S) and are the same in the two studies.

The effects of sleep and waking on these two types of
synapses were complex. Perforated synapses did not change
in number between sleep and waking, and their ASI was
on average larger after spontaneous waking relative to
sleep, and even larger after forced waking relative to sleep.
In these synapses, the differences in ASI size between sleep
and waking could be explained by scaling, at least at the
population level, as in cortex. On the other hand, neither
the density nor the ASI size of non-perforated synapses chan-
ged between sleep and spontaneous waking but they both
increased after sleep deprivation relative to the other two
conditions. In the non-perforated synapses, the differences
in ASI size between sleep and waking could not be explained
by scaling.

The synaptic effects of sleep and waking in cortex and
CA1 are summarized in figure 3c. Overall, CA1l synapses
were smaller after sleep, consistent with the results in cortical
synapses, but unlike in cortex, the effects of sleep and waking
in the hippocampus varied based on synapse type and on
waking condition. By contrast to the cortex, the difference
in ASI size between sleep and spontaneous waking was
restricted to the perforated synapses, which on average are
bigger and likely account for most of the overall synaptic
strength [49]. This may seem surprising since the largest
20% of cortical synapses did not change between sleep and
waking, presumably because they were more stable and, as
suggested in other studies, already committed to previous
memories (e.g. [50,51]). However, we found that CA1l
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synapses are smaller than cortical synapses, consistent with
previous studies, and thus even the largest CAl synapses
may still be far from saturation. Another difference between
cortex and hippocampus was that the changes in synapse
size in CAl were, in the case of non-perforated synapses,
accompanied by changes in synapse number. One recent
study estimated that at least half of synapses in primary
cortex are permanent, while most if not all CA1 synapses in
the adult mouse brain have a lifetime of only one to two
weeks [52]. In another recent study, the spine turnover of
CA1 synapses was even higher, approximately 40% within
4 days [53]. Thus, CA1 synapses may be more dynamic
than cortical synapses, consistent with the role of the hippo-
campus in novelty detection [54,55] and with the transient
nature of hippocampal-dependent memories [56].

ASI changes in CA1 could be explained by scaling only in
the case of perforated synapses, whereas in cortex downscal-
ing after sleep applied to all the synapses that showed
differences between sleep and waking (80%). Because the
presence or absence of scaling in our data can only be
tested at the population level, these differences are difficult
to interpret. New imaging methods that can detect longitudi-
nal changes in synapse strength in vivo may be informative
[57]. Finally, relative to sleep the changes in CAl synapses
were much more pronounced after sleep deprivation than
after spontaneous waking, and the two waking conditions
also differed from each other, unlike in cortex. By design,
EW mice were encouraged to explore all the time and had
little quiet waking, contrary to SW mice. CA1 neurons can
respond in a graded manner to different levels of novelty
[54,55] and therefore may have been engaged more during
sleep deprivation, which was enforced by exposure to novel
objects, than during spontaneous waking. Moreover, sharp
waves/ripples are more frequent during stereotyped beha-
viours such as grooming, eating and drinking than during
exploration [58,59]. Thus, they likely occurred more fre-
quently during spontaneous, non-exploratory waking than
during sleep deprivation, in which active exploration was
continuously induced by the presentation of novel objects.
Sharp waves/ripples have been involved in mediating synap-
tic downscaling during sleep [60] and may have contributed
to synaptic renormalization in SW mice. However, there is no
direct evidence supporting this interpretation, and the synap-
tic consequences of sharp waves/ripples are likely to vary
between waking and sleep [61,62], given the different neuro-
modulatory milieu in the two behavioural states. Indeed, the
higher levels of noradrenalin, dopamine, acetylcholine, orexin
and serotonin during waking relative to sleep are a key factor
that explains why waking promotes learning and synaptic
potentiation, as discussed in previous reviews [33,63].
Higher levels of glucocorticoids in waking relative to sleep
may also promote optimal performance and behavioural
adaptation and, when increased at moderate levels such as
during the physiological wake state, may contribute to the
net increase in synaptic strength observed in this
behavioural state [33,63].

The decline in synapse size associated with sleep was
observed at one month of age, after most developmental

changes in cortex and hippocampus had already occurred.

It was not known, however, whether sleep would lead to a
similar decrease in synapse size during early development,
when the wiring of cortical circuits still occurs at significant
pace and spine turnover is high. To address this question,
we used YFP-H pups, aged P13 [19]. Their brain is still under-
going significant developmental changes and sleep and
waking can be distinguished reliably using behavioural cri-
teria. We compared cortical spines in layer 2 of primary
motor cortex after 5-6 h of sleep and after 5-6 h of sleep
deprivation (five mice/group). Unlike in the previous
studies, we could not include an SW group, because pups
at this age are never spontaneously awake for several hours.
We fully reconstructed 3750 spines in M1 (136 dendritic seg-
ments), and in 2506 of them, the ASI was measured. As
expected, synapse density and ASI size were on average smal-
ler in pups than in adolescent mice. Moreover, at P13, a
significant proportion of spines did not form a synapse
(27%), in contrast with approximately 12% at P30 (figure 4a,b).
The synaptic effects of sleep and waking at P13 closely
resembled those at P30. As in adolescent mice, spine density
and synapse density in pups did not differ between sleep and
extended waking, although a trend was present for more
spines lacking synapses after sleep. The main finding was
that ASI size declined after sleep compared with after sleep
deprivation. Moreover, at the population level, the decline
in ASI size could be described as downscaling. However,
the average decline in ASI after sleep was larger at P13
than at P30 (approx. 34% versus approx. 18%). Furthermore,
in pups, we found no evidence for size-dependent scaling;: all
synapses, including the largest ones, decreased in size after
sleep. Because even the largest synapses at P13 were smaller
than those at P30, this result suggests that synapses are not
fully committed at two weeks of age, not even the largest
synapses, and thus may keep changing in size across the
sleep/waking cycle. In summary, the decrease in ASI size
after sleep was larger at P13 than at P30 and occurred in
more synapses (figure 4c). At P13, the brain is still growing
in size and one possibility was that such an immature brain
may not need synaptic renormalization as much as the
mature brain, in which the total number of synaptic connec-
tions is stable and there is little, if any, space to grow. The
opposite scenario, however, was that the need to maintain
the balance in overall synaptic strength was especially high
during early development, when many synapses are still
forming or growing, and especially in response to the rich
waking experience of our pups, which were exposed to
new objects for the first time in their life [33,63]. Our results
are more in line with the second possibility and suggest
that, at least in the supragranular layers of primary motor
cortex, sleep-dependent renormalization is needed during
the periods of enhanced brain plasticity during development.
This conclusion fits with the main tenet of the synaptic
homeostasis hypothesis, according to which sleep is ‘the
price for plasticity’: the greater the net increase in synaptic
strength due to learning, the higher is the need to rebalance
overall synaptic strength during sleep. If so, one would pre-
dict that specific synapses, such as the thalamocortical
synapses targeting layer 4 of primary cortices, should show
strong sleep/waking modulation in their strength until the
end of the critical period but less so afterwards, when their
ability to undergo plastic changes is decreased and can be
reinstated only by specific manipulations [39,64-67].
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Figure 4. (a) Examples of dendritic segments from primary motor cortex (M1) in P30 mice (left, lighter blue, S group) and in P13 pups (right, darker blue, S group)
and lists of some of their structural differences. Results are described in detail in the original publications: primary motor cortex P30 [11]; primary motor cortex P13
[19]. (b) 2D images of M1 synapses in P13 pups (layer 2). Blue asterisks indicate the post-synaptic density. () Summary of the results in M1 cortex in P30 mice (left)
and P13 pups (right). (i) and (i) show the experimental groups used in the two studies: SW, spontaneous waking; EW, extended waking; S, sleep. The SW group is
missing at P13 because pups at this age are never spontaneously awake for several hours. (iii,iv) Probability density of ASI size (log-transformed) at P30 (left) and
P13 (right), plotted separately for each experimental group to show the shift to left of the S group. At P30, the decrease in ASI size after S relative to both SW and
EW occurs in small and medium synapses and synapses that contain endosomes, but spares the largest synapses. At P13, the decrease in ASI size after S relative to

EW occurs in all synapses, independent of their size or the presence of endosomes.

9. Conclusion

The changes in the synaptic ultrastructure during sleep and
waking do not happen in isolation. For example, we found
that the peripheral astrocytic processes surrounding cortical
axospinous synapses also undergo modifications [34]. In
layer 2 of primary motor cortex, more than 80% of spines
were contacted by peripheral astrocytic processes and in
most of them (approx. 75%) the contact reached the ASI,
that is, was close to the synaptic cleft. Large, mushroom
spines were more likely to be contacted by an astrocytic pro-
cess, and the extent of the astrocytic coverage increased with

spine size, likely because large spines harbour larger and
stronger synapses, which in turn are more in need of astrocy-
tic support. Relative to sleep, the proportion of spines with
astrocytic processes touching the ASI increased after both
spontaneous and extended waking. This result likely reflects
the decreased neuronal activity in the cerebral cortex during
sleep compared with waking, leading to the reduced need
for ionic balance and glutamate clearance. This finding also
suggests that although both neurons and astrocytes undergo
structural changes across the sleep/waking cycle, these
changes affect overlapping but not identical populations of
spines: changes in synapse size occur in small and medium
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synapses but spare the largest ones, whereas the largest
spines are the most likely to show changes in their astrocytic
processes.

Together, the experiments summarized above were per-
formed as a stringent test of the synaptic homeostasis
hypothesis, according to which overall synaptic strength is
poised to increase during waking, owing to ongoing learning,
and needs to be rebalanced during sleep when the brain is
disconnected from the environment [33]. Given the strong
positive correlation between structural and functional
measures of synaptic strength, this hypothesis predicts that
synapses should be on average smaller after sleep. This is
indeed what we found, with interesting differences between
cortical and hippocampal synapses at P30. Of note, these
differences suggest that global factors such as the higher
brain temperature during waking as compared with sleep
are unlikely to mediate the synaptic changes observed in
cortex and CA1 in adolescent mice. If this was the case, the
changes would be expected to occur always in all synapses
and to be always more pronounced after forced waking
than after spontaneous waking, since sleep deprivation
increases brain temperature above baseline levels [68], but
this is not what we found.

A major future challenge will be to extend these obser-
vations to other brain regions, to adult and old brains, and

to determine the shortest period of sleep required for these [ 9 |

structural changes to occur. In all the studies described
above, we compared several hours of waking with several
hours of total sleep, without distinguishing between NREM
sleep and REM sleep, because our goal was to assess the
net, overall effect of consolidated sleep. Ultrastructural
changes are slow, and we assume that the changes that we
observed are the net result of several NREM/REM cycles. It
is unlikely that a single episode of NREM sleep, or of REM
sleep, which in mice lasts only a few minutes, will have a
net effect on the ultrastructure, although it may be enough
to affect the expression of AMPA receptors on the surface
of the spine head. In fact, an important question for the
future will be to understand how sleep and waking affect
synapses and, as a consequence, memory, cumulatively,
over several days, and whether such cumulative effects may
be critical for the integration of new with old memories.

This article does not contain any additional data.
Both authors wrote the paper.
We declare we have no competing interests.

This work was supported by NIH grant no. DP 10D579
(G.T), 1R01IMH091326 (G.T.), 1R01IMH099231 (G.T., C.C.) and
1POINS083514 (G.T., C.C)).

(ajal SR. 1888 Estructura de los centros nerviosos de 9. Cheetham CE, Barnes SJ, Albieri G, Knott GW, 16. Hruska M, Henderson N, Le Marchand SJ, Jafti H,
las aves [Structure of the nervous centres in birds]. Finnerty GT. 2014 Pansynaptic enlargement at adult Dalva MB. 2018 Synaptic nanomodules underlie the
Rev. Trim. Histol. Norm. Patol. 1, 1-10. (In Spanish.) cortical connections strengthened by experience. organization and plasticity of spine synapses. Nat.
DeFelipe J. 2006 Brain plasticity and mental Cereb. (ortex 24, 521-531. (doi:10.1093/cercor/ Neurosci. 21, 671-682. (doi:10.1038/541593-018-
processes: Cajal again. Nat. Rev. Neurosdi. 7, bhs334) 0138-9)

811-817. (doi:10.1038/nrm2005) 10.  Meyer D, Bonhoeffer T, Scheuss V. 2014 Balance and ~ 17. Bosch M, Castro J, Saneyoshi T, Matsuno H, Sur M,
DeFelipe J. 2015 The dendritic spine story: an stability of synaptic structures during synaptic Hayashi Y. 2014 Structural and molecular
intriguing process of discovery. Front. Neuroanat. 9, plasticity. Neuron 82, 430-443. (doi:10.1016/j. remodeling of dendritic spine substructures during
14. (doi:10.3389/fnana.2015.00014) neuron.2014.02.031) long-term potentiation. Neuron 82, 444-459.
Arellano JI, Espinosa A, Fairen A, Yuste R, DeFelipe ~ 11. de Vivo L, Bellesi M, Marshall W, Bushong EA, (doi:10.1016/j.neuron.2014.03.021)

J. 2007 Non-synaptic dendritic spines in neocortex. Ellisman MH, Tononi G, Cirelli C. 2017 Ultrastructural ~ 18. Nelson AB, Faraguna U, Zoltan JT, Tononi G, Cirelli
Neuroscience 145, 464-469. (doi:10.1016/j. evidence for synaptic scaling across the wake/sleep (. 2013 Sleep patterns and homeostatic
neuroscience.2006.12.015) cycle. Science 355, 507-510. (doi:10.1126/science. mechanisms in adolescent mice. Brain Sci. 3,
Harris KM, Stevens JK. 1988 Dendritic spines of rat aah5982) 318-343. (doi:10.3390/brainsci3010318)

cerebellar Purkinje cells: serial electron microscopy ~ 12. Nusser Z, Lujan R, Laube G, Roberts JD, Molnar E,  19. de Vivo L et al. 2019 Evidence for sleep-dependent
with reference to their biophysical characteristics. Somogyi P. 1998 Cell type and pathway synaptic renormalization in mouse pups. Sleep 42,
J. Neurosci. 8, 4455—4469. (doi:10.1523/JNEUROSCI. dependence of synaptic AMPA receptor number and 252184. (doi:10.1093/sleep/zsz184)
08-12-04455.1988) variability in the hippocampus. Neuron 21, 20. Frank MG, Morrissette R, Heller HC. 1998 Effects of
Harris KM, Stevens JK. 1989 Dendritic spines of CA 1 545-559. (doi:10.1016/50896-6273(00)80565-6) sleep deprivation in neonatal rats. Am. J. Physiol.
pyramidal cells in the rat hippocampus: serial electron ~ 13. Katz Y, Menon V, Nicholson DA, Geinisman Y, Kath 275, R148-R157.

microscopy with reference to their biophysical WL, Spruston N. 2009 Synapse distribution suggests ~ 21.  Todd WD, Gibson JL, Shaw CS, Blumberg MS. 2010
characteristics. J. Neurosci. 9, 2982-2997. (doi:10. a two-stage model of dendritic integration in CA1 Brainstem and hypothalamic regulation of sleep
1523/JNEUR0SCI.09-08-02982.1989) pyramidal neurons. Neuron 63, 171-177. (doi:10. pressure and rebound in newborn rats. Behav.
Schikorski T, Stevens CF. 1997 Quantitative 1016/j.neuron.2009.06.023) Neurosci. 124, 69-78. (doi:10.1037/a0018100)
ultrastructural analysis of hippocampal 14.  Shinohara Y, Hirase H. 2009 Size and receptor 22. Zuo Y, Yang G, Kwon E, Gan WB. 2005 Long-term
excitatory synapses. J. Neurosci. 17, 5858— density of glutamatergic synapses: a viewpoint from sensory deprivation prevents dendritic spine loss in
5867. (doi:10.1523/JNEUR0OSCI.17-15- left—right asymmetry of CA3—CA1 connections. primary somatosensory cortex. Nature 436,
05858.1997) Front. Neuroanat. 3, 10. (doi:10.3389/neuro. 261-265. (doi:10.1038/nature03715)

Arellano JI, Benavides-Piccione R, Defelipe J, Yuste 05.010.2009) 23. Mal, Qiao Q, Tsai JW, Yang G, Li W, Gan WB. 2016
R. 2007 Ultrastructure of dendritic spines: 15. Matsuzaki M, Honkura N, Ellis-Davies GC, Kasai H. Experience-dependent plasticity of dendritic spines

correlation between synaptic and spine
morphologies. Front. Neurosci. 1, 131-143. (doi:10.
3389/neuro.01.1.1.010.2007)

2004 Structural basis of long-term potentiation in
single dendritic spines. Nature 429, 761-766.
(d0i:10.1038/nature02617)

of layer 2/3 pyramidal neurons in the mouse
cortex. Dev. Neurobiol. 76, 277-286. (doi:10.1002/
dneu.22313)


http://dx.doi.org/10.1038/nrn2005
http://dx.doi.org/10.3389/fnana.2015.00014
http://dx.doi.org/10.1016/j.neuroscience.2006.12.015
http://dx.doi.org/10.1016/j.neuroscience.2006.12.015
http://dx.doi.org/10.1523/JNEUROSCI.08-12-04455.1988
http://dx.doi.org/10.1523/JNEUROSCI.08-12-04455.1988
http://dx.doi.org/10.1523/JNEUROSCI.09-08-02982.1989
http://dx.doi.org/10.1523/JNEUROSCI.09-08-02982.1989
http://dx.doi.org/10.1523/JNEUROSCI.17-15-05858.1997
http://dx.doi.org/10.1523/JNEUROSCI.17-15-05858.1997
http://dx.doi.org/10.3389/neuro.01.1.1.010.2007
http://dx.doi.org/10.3389/neuro.01.1.1.010.2007
http://dx.doi.org/10.1093/cercor/bhs334
http://dx.doi.org/10.1093/cercor/bhs334
http://dx.doi.org/10.1016/j.neuron.2014.02.031
http://dx.doi.org/10.1016/j.neuron.2014.02.031
http://dx.doi.org/10.1126/science.aah5982
http://dx.doi.org/10.1126/science.aah5982
http://dx.doi.org/10.1016/S0896-6273(00)80565-6
http://dx.doi.org/10.1016/j.neuron.2009.06.023
http://dx.doi.org/10.1016/j.neuron.2009.06.023
http://dx.doi.org/10.3389/neuro.05.010.2009
http://dx.doi.org/10.3389/neuro.05.010.2009
http://dx.doi.org/10.1038/nature02617
http://dx.doi.org/10.1038/s41593-018-0138-9
http://dx.doi.org/10.1038/s41593-018-0138-9
http://dx.doi.org/10.1016/j.neuron.2014.03.021
http://dx.doi.org/10.3390/brainsci3010318
http://dx.doi.org/10.1093/sleep/zsz184
http://dx.doi.org/10.1037/a0018100
http://dx.doi.org/10.1038/nature03715
http://dx.doi.org/10.1002/dneu.22313
http://dx.doi.org/10.1002/dneu.22313

24,

25.

26.

27.

28.

29.

30.

31

32.

33.

34.

35.

36.

37.

Yang G, Pan F, Gan WB. 2009 Stably maintained
dendritic spines are associated with lifelong
memories. Nature 462, 920-924. (doi:10.1038/
nature08577)

Maret S, Faraguna U, Nelson AB, Cirelli C, Tononi G.
2011 Sleep and waking modulate spine turnover in
the adolescent mouse cortex. Nat. Neurosci. 14,
1418-1420. (doi:10.1038/nn.2934)
Luengo-Sanchez S, Fernaud-Espinosa |, Bielza C,
Benavides-Piccione R, Larranaga P, DeFelipe J. 2018
3D morphology-based dustering and simulation of
human pyramidal cell dendritic spines. PLoS
Comput. Biol. 14, €1006221. (doi:10.1371/journal.
pcbi.1006221)

Xu T, Yu X, Perlik AJ, Tobin WF, Zweig JA, Tennant
K, Jones T, Zuo Y. 2009 Rapid formation and
selective stabilization of synapses for enduring
motor memories. Nature 462, 915-919. (doi:10.
1038/nature08389)

Yang G, Gan WB. 2012 Sleep contributes to
dendritic spine formation and elimination in the
developing mouse somatosensory cortex. Dev.
Neurabiol. 72, 1391-1398. (doi:10.1002/
dneu.20996)

Berry KP, Nedivi E. 2017 Spine dynamics: are they
all the same? Neuron 96, 43-55. (doi:10.1016/].
neuron.2017.08.008)

Cane M, Maco B, Knott G, Holtmaat A. 2014 The
relationship between PSD-95 clustering and spine
stability in vivo. J. Neurosci. 34, 2075-2086. (doi:10.
1523/INEUR0SCI.3353-13.2014)

Denk W, Horstmann H. 2004 Serial block-face
scanning electron microscopy to reconstruct three-
dimensional tissue nanostructure. PLoS Biol. 2,
€329. (doi:10.1371/journal.pbio.0020329)

Spano GM, Banningh SW, Marshall W, de Vivo L,
Bellesi M, Loschky SS, Tononi G, Cirelli C. 2019 Sleep
deprivation by exposure to novel objects increases
synapse density and axon—spine interface in the
hippocampal CA1 region of adolescent mice.

J. Neurosci. 39, 6613—-6625. (doi:10.1523/
JNEUR0S(1.0380-19.2019)

Tononi G, Cirelli C. 2014 Sleep and the price of
plasticity: from synaptic and cellular homeostasis to
memory consolidation and integration. Neuron 81,
12-34. (d0i:10.1016/j.neuron.2013.12.025)

Bellesi M, de Vivo L, Tononi G, Cirelli C. 2015 Effects
of sleep and wake on astrocytes: clues from
molecular and ultrastructural studies. BMC Biol. 13,
66. (doi:10.1186/512915-015-0176-7)

Bellesi M, de Vivo L, Koebe S, Tononi G, Cirelli C.
2018 Sleep and wake affect glycogen content

and turnover at perisynaptic astrocytic processes.
Front. Cell. Neurosci. 12, 308. (doi:10.3389/fncel.
2018.00308)

Bellesi M, Haswell JD, de Vivo L, Marshall W,
Roseboom PH, Tononi G, Cirelli C. 2018 Myelin
modifications after chronic sleep loss in

adolescent mice. Sleep 41, zsy034. (doi:10.1093/
sleep/zsy034)

Rioult-Pedotti MS, Friedman D, Donoghue JP. 2000
Learning-induced LTP in neocortex. Science 290,
533-536. (doi:10.1126/science.290.5491.533)

38.

39.

40.

41.

42.

43.

45.

46.

47.

48.

49.

Fox K. 2002 Anatomical pathways and molecular
mechanisms for plasticity in the barrel cortex.
Neuroscience 111, 799-814. (doi:10.1016/50306-
4522(02)00027-1)

Jiang B, Trevino M, Kirkwood A. 2007 Sequential
development of long-term potentiation and
depression in different layers of the mouse visual
cortex. J. Neurosd. 27, 9648-9652. (doi:10.1523/
JNEUR0S(CI.2655-07.2007)

Kida H, Tsuda Y, Ito N, Yamamoto Y, Owada Y,
Kamiya Y, Mitsushima D. 2016 Motor training
promotes both synaptic and intrinsic plasticity of
layer 1I/Ill pyramidal neurons in the primary motor
cortex. Cereb. Cortex 26, 3494-3507. (doi:10.1093/
cercor/bhw134)

LeMessurier AM, Laboy-Juarez KJ, McClain K, Chen
S, Nguyen T, Feldman DE. 2019 Enrichment drives
emergence of functional columns and improves
sensory coding in the whisker map in L2/3 of
mouse S1. elife 8, e46321. (doi:10.7554/eLife.
46321)

Park M, Salgado JM, Ostroff L, Helton TD, Robinson
(G, Harris KM, Ehlers MD. 2006 Plasticity-induced
growth of dendritic spines by exocytic trafficking
from recycling endosomes. Neuron 52, 817-830.
(doi:10.1016/j.neuron.2006.09.040)

Bowen AB, Bourke AM, Hiester BG, Hanus C,
Kennedy MJ. 2017 Golgi-independent secretory
trafficking through recycling endosomes in neuronal
dendrites and spines. eLife 6, e27362. (doi:10.7554/
elife.27362)

Sorra KE, Harris KM. 1993 Occurrence and three-
dimensional structure of multiple synapses between
individual radiatum axons and their target
pyramidal cells in hippocampal area CAT.

J. Neurosci. 13, 3736-3748. (doi:10.1523/
JNEUR0S(CI.13-09-03736.1993)

Loewenstein Y, Kuras A, Rumpel S. 2011
Multiplicative dynamics underlie the emergence of
the log-normal distribution of spine sizes in the
neocortex in vivo. J. Neurosci. 31, 9481-9488.
(doi:10.1523/INEUR0SCI.6130-10.2011)

Senzai Y, Fernandez-Ruiz A, Buzsaki G. 2019 Layer-
specific physiological features and interlaminar
interactions in the primary visual cortex of the
mouse. Neuron 101, 500-513. (doi:10.1016/j.
neuron.2018.12.009)

Ganeshina 0, Berry RW, Petralia RS, Nicholson DA,
Geinisman Y. 2004 Differences in the expression of
AMPA and NMDA receptors between axospinous
perforated and nonperforated synapses are related
to the configuration and size of postsynaptic
densities. J. Comp. Neurol. 468, 86—95. (doi:10.
1002/cne.10950)

Nicholson DA, Geinisman Y. 2009 Axospinous
synaptic subtype-specific differences in structure,
size, ionotropic receptor expression, and connectivity
in apical dendritic regions of rat hippocampal CA1
pyramidal neurons. J. Comp. Neurol. 512, 399-418.
(doi:10.1002/cne.21896)

lkegaya Y, Sasaki T, Ishikawa D, Honma N, Tao K,
Takahashi N, Minamisawa G, Ujita S, Matsuki N.
2013 Interpyramid spike transmission stabilizes the

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

sparseness of recurrent network activity. Cereb.
(ortex 23, 293-304. (doi:10.1093/cercor/bhs006)
Bourne J, Harris KM. 2007 Do thin spines learn to
be mushroom spines that remember? Curr. Opin
Neurobiol. 17, 381-386. (doi:10.1016/j.conh.2007.
04.009)

Zhang H, Wu L, Pchitskaya E, Zakharova 0, Saito T,
Saido T, Bezprozvanny . 2015 Neuronal store-
operated calcium entry and mushroom spine loss in
amyloid precursor protein knock-in mouse model of
Alzheimer's disease. J. Neurosdi. 35, 13 275-13 286.
(doi:10.1523/JINEUR0SCI.1034-15.2015)

Attardo A, Fitzgerald JE, Schnitzer MJ. 2015
Impermanence of dendritic spines in live adult CA1
hippocampus. Nature 523, 592-596. (doi:10.1038/
nature14467)

Pfeiffer T, Poll S, Bancelin S, Angibaud J, Inavalli VK,
Keppler K, Mittag M, Fuhrmann M, Nagerl UV. 2018
Chronic 2P-STED imaging reveals high turnover of
dendritic spines in the hippocampus in vivo. eLife 7,
€34700. (doi:10.7554/eLife.34700)

Giovannini MG, Rakovska A, Benton RS, Pazzagli M,
Bianchi L, Pepeu G. 2001 Effects of novelty and
habituation on acetylcholine, GABA, and glutamate
release from the frontal cortex and hippocampus of
freely moving rats. Neuroscience 106, 43-53.
(doi:10.1016/50306-4522(01)00266-4)

VanElzakker M, Fevurly RD, Breindel T, Spencer RL.
2008 Environmental novelty is associated with a
selective increase in Fos expression in the output
elements of the hippocampal formation and the
perirhinal cortex. Learn. Mem. 15, 899-908.
(doi:10.1101/Im.1196508)

Frankland PW, Bontempi B. 2005 The organization
of recent and remote memories. Nat. Rev. Neurosdi.
6, 119-130. (doi:10.1038/nr1607)

Zhang Y, Cudmore RH, Lin DT, Linden DJ, Huganir
RL. 2015 Visualization of NMDA receptor-dependent
AMPA receptor synaptic plasticity in vivo. Nat.
Neurosci. 18, 402—407. (doi:10.1038/nn.3936)
Buzsaki G. 1986 Hippocampal sharp waves: their
origin and significance. Brain Res. 398, 242-252.
(doi:10.1016/0006-8993(86)91483-6)

Joo HR, Frank LM. 2018 The hippocampal sharp
wave-ripple in memory retrieval for immediate use
and consolidation. Nat. Rev. Neurosci. 19, 744-757.
(doi:10.1038/541583-018-0077-1)

Norimoto H et al. 2018 Hippocampal ripples down-
regulate synapses. Science 359, 1524—1527. (doi:10.
1126/science.aa00702)

Isaac JT, Buchanan KA, Muller RU, Mellor JR. 2009
Hippocampal place cell firing pattems can induce
long-term synaptic plasticity in vitro. J. Neurosci. 29,
6840—6850. (doi:10.1523/INEUR0SCI.0731-09.2009)
Sadowski JH, Jones MW, Mellor JR. 2016 Sharp-
wave ripples orchestrate the induction of synaptic
plasticity during reactivation of place cell firing
patterns in the hippocampus. Cell Rep. 14,
1916—1929. (doi:10.1016/j.celrep.2016.01.061)
Tononi G, Cirelli C. 2012 Time to be SHY? Some
comments on sleep and synaptic homeostasis.
Neural Plast. 2012, 415250. (doi:10.1155/2012/
415250)


http://dx.doi.org/10.1038/nature08577
http://dx.doi.org/10.1038/nature08577
http://dx.doi.org/10.1038/nn.2934
http://dx.doi.org/10.1371/journal.pcbi.1006221
http://dx.doi.org/10.1371/journal.pcbi.1006221
http://dx.doi.org/10.1038/nature08389
http://dx.doi.org/10.1038/nature08389
http://dx.doi.org/10.1002/dneu.20996
http://dx.doi.org/10.1002/dneu.20996
http://dx.doi.org/10.1016/j.neuron.2017.08.008
http://dx.doi.org/10.1016/j.neuron.2017.08.008
http://dx.doi.org/10.1523/JNEUROSCI.3353-13.2014
http://dx.doi.org/10.1523/JNEUROSCI.3353-13.2014
http://dx.doi.org/10.1371/journal.pbio.0020329
http://dx.doi.org/10.1523/JNEUROSCI.0380-19.2019
http://dx.doi.org/10.1523/JNEUROSCI.0380-19.2019
http://dx.doi.org/10.1016/j.neuron.2013.12.025
http://dx.doi.org/10.1186/s12915-015-0176-7
http://dx.doi.org/10.3389/fncel.2018.00308
http://dx.doi.org/10.3389/fncel.2018.00308
http://dx.doi.org/10.1093/sleep/zsy034
http://dx.doi.org/10.1093/sleep/zsy034
http://dx.doi.org/10.1126/science.290.5491.533
http://dx.doi.org/10.1016/S0306-4522(02)00027-1
http://dx.doi.org/10.1016/S0306-4522(02)00027-1
http://dx.doi.org/10.1523/JNEUROSCI.2655-07.2007
http://dx.doi.org/10.1523/JNEUROSCI.2655-07.2007
http://dx.doi.org/10.1093/cercor/bhw134
http://dx.doi.org/10.1093/cercor/bhw134
http://dx.doi.org/10.7554/eLife.46321
http://dx.doi.org/10.7554/eLife.46321
http://dx.doi.org/10.1016/j.neuron.2006.09.040
http://dx.doi.org/10.7554/eLife.27362
http://dx.doi.org/10.7554/eLife.27362
http://dx.doi.org/10.1523/JNEUROSCI.13-09-03736.1993
http://dx.doi.org/10.1523/JNEUROSCI.13-09-03736.1993
http://dx.doi.org/10.1523/JNEUROSCI.6130-10.2011
http://dx.doi.org/10.1016/j.neuron.2018.12.009
http://dx.doi.org/10.1016/j.neuron.2018.12.009
http://dx.doi.org/10.1002/cne.10950
http://dx.doi.org/10.1002/cne.10950
http://dx.doi.org/10.1002/cne.21896
http://dx.doi.org/10.1093/cercor/bhs006
http://dx.doi.org/10.1016/j.conb.2007.04.009
http://dx.doi.org/10.1016/j.conb.2007.04.009
http://dx.doi.org/10.1523/JNEUROSCI.1034-15.2015
http://dx.doi.org/10.1038/nature14467
http://dx.doi.org/10.1038/nature14467
http://dx.doi.org/10.7554/eLife.34700
http://dx.doi.org/10.1016/S0306-4522(01)00266-4
http://dx.doi.org/10.1101/lm.1196508
http://dx.doi.org/10.1038/nrn1607
http://dx.doi.org/10.1038/nn.3936
http://dx.doi.org/10.1016/0006-8993(86)91483-6
http://dx.doi.org/10.1038/s41583-018-0077-1
http://dx.doi.org/10.1126/science.aao0702
http://dx.doi.org/10.1126/science.aao0702
http://dx.doi.org/10.1523/JNEUROSCI.0731-09.2009
http://dx.doi.org/10.1016/j.celrep.2016.01.061
http://dx.doi.org/10.1155/2012/415250
http://dx.doi.org/10.1155/2012/415250

64.

65.

Montey KL, Quinlan EM. 2011 Recovery from chronic
monocular deprivation following reactivation of
thalamocortical plasticity by dark exposure. Nat.
Commun. 2, 317. (doi:10.1038/ncomms1312)

Yu X, Chung S, Chen DY, Wang S, Dodd SJ, Walters
JR, Isaac JT, Koretsky AP. 2012 Thalamocortical
inputs show post-critical-period plasticity. Neuron
74, 731-742. (doi:10.1016/j.neuron.2012.04.024)

66.

67.

Petrus E, Isaiah A, Jones AP, Li D, Wang H, Lee HK,
Kanold PO. 2014 Crossmodal induction of
thalamocortical potentiation leads to enhanced
information processing in the auditory cortex. Neuron
81, 664—673. (doi:10.1016/j.neuron.2013.11.023)
Rodriguez G, Chakraborty D, Schrode KM, Saha R,
Uribe I, Lauer AM, Lee HK. 2018 Cross-modal
reinstatement of thalamocortical plasticity

68.

accelerates ocular dominance plasticity in adult
mice. Cell Rep. 24, 3433-3440. (doi:10.1016/j.
celrep.2018.08.072)

Franken P, Dijk DJ, Tobler I, Borbely AA. 1991 Sleep
deprivation in rats: effects on EEG power spectra,
vigilance states, and cortical temperature.

Am. J. Physiol. 261, R198—R208. (doi:10.1152/
ajpregu.1991.261.1.r198)

GET06L07 :SLE § 20S Yy *subiy ‘iyd  qisi/jeunol/bio buysigndAianosiefos


http://dx.doi.org/10.1038/ncomms1312
http://dx.doi.org/10.1016/j.neuron.2012.04.024
http://dx.doi.org/10.1016/j.neuron.2013.11.023
http://dx.doi.org/10.1016/j.celrep.2018.08.072
http://dx.doi.org/10.1016/j.celrep.2018.08.072
http://dx.doi.org/10.1152/ajpregu.1991.261.1.r198
http://dx.doi.org/10.1152/ajpregu.1991.261.1.r198

	Effects of sleep and waking on the synaptic ultrastructure
	Introduction
	Spines and synaptic elements
	Characterization of sleep in YFP-H mice
	Two-photon imaging of cortical spine turnover across sleep and waking  in YFP-H mice
	Three-dimensional electron microscopy  of cortical and hippocampal spines in  YFP-H mice
	Changes in the ultrastructure of cortical synapses in adolescent YFP-H mice after sleep and waking
	Changes in the ultrastructure of hippocampal synapses in adolescent YFP-H mice after sleep and waking
	Changes in the ultrastructure of M1 synapses in YFP-H pups after sleep and waking
	Conclusion
	Data accessibility
	Authors' contributions
	Competing interests
	Funding
	References


