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GEE and QIF Methods for Predicting Factors Affecting Bipolar I Disorder

ABSTRACT

Background: Mood variation in manic and depression phases during time is common in type I of 

Bipolar disorder. Analyzing recurrence require to the related statistical methods. In this paper, we 

compare the two methods of estimating the GEE and the QIF in recurrence data. Methods: In this 

study, data of 255 patients with Bipolar I disorder hospitalized during years of 2007-2011. Recurrence 

in Bipolar I disorder was as outcome. Patients’ characteristics were gender, age of onset, recurrence 

history in first degree family, and economic status. Under simulation, percentage of missing were 

generated to vary and handled by complete-case(cc) strategy. Data were analyzed using GEE and QIF 

methods. Performance of the methods was assessed using Relative Efficiency. Results: QIF method 

had more efficiency than GEE method in the data with missing /without missing. Odds of recurrence 

in a first-degree family history was 30% more than those without a family history (p=0.009). Also, 

odds of recurrence in high/moderate level of economic status was 23% more than low level status 

(p=0.014).
 
Conclusion: QIF method was more appropriated for modeling recurrence during time with 

the structure of more correlation and low dropout rate in data. Family history and economic status 

were more affected recurrence in type I of Bipolar disorder.

Keywords: Bipolar I disorder, Recurrence, Generalized Estimation Equations, Quadratic Inference 

Function, missing, simulation.

1. INTRODUCTION
Bipolar disorder caused to frequent 

mood variation in manic and depres-
sion or both during time (1). The recur-
rence in Bipolar I disorder is prevalent 
in different types of mood disorders (1, 
2). About 90% of these patients expe-
rience recurrence (3-5). The Bipolar I 
disorder affected the ability and quality 
of life, social and occupational status 
of patients with frequent recurrence 
(6). Its complications including aggres-
sion and anxiety, sleep disorder, sexual 
problems and suicide (1). Although, Bi-
polar I disorder is treated through drug 
therapy, psycho-education of patients 
and their family; most patients experi-
ence recurrence yet (7).

Based on findings of previous studies 
related to recurrence in Bipolar dis-
order, factors such as reducing drug 
dosage, drug dependency and substance 
abuse, sleep pattern, life events and so-
cial-mental factors (low social protec-
tion, Social inconsistency and enter-
tainments) can affect recurrence signifi-

cantly (8-10).
On the other hand, the severity of 

emotional symptoms in patients with 
Bipolar disorder is varying frequently. 
So, that is required to assess emotional 
status repeatedly by the longitudinal 
study (repeated measurements of re-
currence in each patient during time) in 
order to reach appropriate estimations 
(1, 11). Some studies had evaluated re-
currence in Bipolar disorder in Iran. In 
a study in 2011, a multivariate regres-
sion was used to predict a recurrence 
rate for six months (12); in another 
studies in 2007 and 2002, patients with 
Bipolar disorder were followed up one 
year (13, 14); in a study in 2006, pa-
tients with first episode mania of Bi-
polar disorder were followed up for 17 
months (15).

On the other hand, observations ob-
tained from repeated measurements 
are correlated in a longitudinal study 
(11). There are methods that include 
the within subject correlation structure 
in data such as Marginal model. The 
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Generalized Estimation Equations (GEE) and Quadratic In-
ference Function (QIF) as a consistent and unbiased estima-
tion methods in a Marginal model are used for modeling the 
within subject correlation. Also, they are used for any out-
come such as count, categorical and normal (16, 17).

On the other hand, missing data are more common in lon-
gitudinal studies especially in clinical trials which may be due 
to lack of accurately record or lost to follow up of patients 
during time. Large proportion of missing data can affect re-
sults, and probably cause to a great bias in analysis. One of 
the methods for handling incomplete datasets or missing is 
“complete-case” (18). These estimation methods were applied 
in a few studies on Bipolar disorder, in which the efficiency of 
two methods were compared without considering missing in 
data (19-23). In the present study, we also aimed to comparing 
effect of missing on two estimation methods by simulation. 
Besides, GEE and QIF methods are compared under missing 
data which are handled by the “complete-case strategy.

2. 2. METHODS
Patients and design
This longitudinal study was done by census at Zare hospital 

in the province of Mazandaran in the north of Iran; during 
five years follow up from 2007 to 2011. Total of 255 hos-
pitalized patients with Bipolar I disorder aged from13 to 55 
years were included in study. Diagnosis of Bipolar disorder 
and biography of patients was done by psychiatrist. Patients 
had experienced at least one recurrence or anxiety or depres-
sion or both based on DSM-IV-TR criteria of American psy-
chiatry association in year of 2000. Data collecting was done 
through patients’ medical records and interview. The out-
come variable is recurrence in Bipolar I disorder (event or not 
(0, 1)) and the predictor variables are as follow: age of onset, 
gender, recurrence history in first degree family, economic 
status.

Statistical method
For descriptive analysis, mean ±standard deviation (SD) for 

quantitative variables, and frequency with percent for quali-
tative variables was used. All other analyses were done with 
R software by simulation method. Significance level was de-
fined as less than 0.05.

This section is organized as follows:
First, the briefly introduction of GEE and QIF used to anal-

ysis Bipolar I disorder data. Second, the complete-case strat-
egies used in this study for handling missing. Third, relative 
efficiency for compare between two methods are introduced.

Generalized Estimation Equations
This method, first introduced by Liang and Zeger in 1986, 

is the most widely used statistical inference in marginal 
models (24). The generalized estimation equations will fit by 
the Quasi-likelihood method and a working correlation con-
struct that require less correlation (disturbance) parameters. 
In this equation, is considered as vector of correlated obser-
vations, and the covariance of quasi-likelihood function is re-
placed by a working covariance matrix, in which, the diag-
onal matrix of the variance of the marginal variables of the 
response, the working correlation matrix including the cor-
relation parameters and the dispersion parameter α and Ø. 
The estimation of regression coefficients β is obtained from 
the solution of the following equation.

In this equation, it is assumed that the marginal mean is re-
lated to covariate by link function.

Method of Quadratic Inference Function
In 2000, Qu et al. used a generalized moment method for 

marginal regression analysis to improve the method of gener-
alized estimation equations (25). In other words, this method 
is quasi-likelihood i.e. in generalized linear models, in which 
the inverse of the correlation matrix is   approximated by the 
linear combination of unknown constant and known ma-
trices. The matrix is   identity matrix, are known basis ma-
trices and, are constant coefficients and unknown.

We use the generalized moment method to construct the 
optimal inference function.

The matrix is a consistent estimate of the sample variance.
The regression parameter is estimated without the need to 

estimate the nuisance parameter α:
Under certain circumstances, this is unique. The inference 

function in is called the Quadratic Inference Function. Be-
cause the estimator of the Quadratic Inference Function does 
not estimate the correlation nuisance parameter, therefore 
there is no emphasis on the correct estimation of the correla-
tion parameter (24-26).

Mechanism of complete - case (cc)
In this method, units with missing values are deleted and 

statistical analysis is done based on units with complete data. 
The advantage of this method is that it can be used for any 
kind of statistical analysis and does not require a particular 
computational method. In this method, the estimator is un-
biased when missing data being as completely at random. 
Otherwise, estimator is biased and the accuracy and power 
of study reduce by losing a lot of information. This method is 
effective only if there is a few missing in data (18).

Relative efficiency (R.E):
Relative efficiency (R.E) rate is estimated as proportion 

of mean square error (MSE) of GEE estimation than MSE of 
QIF. If proportion rate is estimated more than one, that im-
plied on the better relative efficiency of QIF than GEE.

3. RESULTS
Data of 255 patients with bipolar I disorder was analyzed. 

Based on Table 1, most patients were males (%55.3). Mean 
age range was between 13- 55 years, and mean age onset of 
disease was 24.11±8.61 year. Of total, only %43 of patients 
had experienced recurrence in the first-degree family. Most 
patients had high/moderate level of economical status (168 
(65.9%)).

The results of demographic variables by QIF method is 
presented in Table 2. Results showed that the recurrence 
history in a first-degree family, and economical status were 
statistically significant (p<0.05). Chance of recurrence in pa-
tients with recurrence history in a first-degree family was 

N (%) Category Variables 

141(55.3) male Gender

114(44.7) female

109 (43) Yes Hifistory in first-degree family

146(57) No 

87(34.1) low decile Economical status 

168(65.9) (middle /upper) decile

Table 1. Patients’ characteristics (n=255)
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30% more than those without family history. Besides, the 
chance of recurrence in high/moderate level of economical 
status was 27% more than low status (p<0.001).

The results of demographic variables by GEE estimation 
are presented in Table 3. Results showed that the recurrence 
history in a first-degree family and economical status were 
statistically significant (p<0.05). With age of onset increasing, 
chance of recurrence was reduced about 0.01. Besides, chance 
of recurrence in patients with recurrence history in a first-de-
gree family was 28% more than those without family history.

In continue, the relative efficiency of these two estimation 
methods were compared for choosing the best method. To do 
comparison, a simulation method was used considering dif-
ferent coefficient of correlation and dropout rate in data. Ac-
cording to relative efficiency (R.E) rates obtained by simula-
tion in table 4, QIF had the more efficiency than GEE in total 

and also when data correlation was high (ρ=0.6) and rate of 
dropout percent was low.

4. DISCUSSION
Regarding the periodic changes of bipolar disorder be-

tween Manic and depression, assessing recurrence and emo-
tional status of these patients during time is more important; 
and the cross-sectional study of recurrence meets to limita-
tions (27). Therefore, the longitudinal study is more appli-
cable, in which that is required to especial statistical methods 
for modeling correlation structure of data during time. In 
the present study, we used two estimation methods (GEE 
and QIF) for correlated data, in order to reach a best method 
for predicting recurrence and affected factors. In our study, 
simulation results showed that QIF had more efficiency to 
predict factors related to recurrence whether with/without 
missing data. This recent result is accordance with results of 
previous longitudinal studies conducted by simulation. In a 
simulation study with count data (24) without missing, QIF 
and GEE methods were compared considering two cut points 
of correlation as 0.3 and 0.7. Results of their study showed 
that when correlation structure in data is given appropriately, 
QIF and GEE have equally efficiency in range of 1.2-2.07. 
This finding was accordance with the results of studies by 
Song et al; Odueyungbo et al; and Kazemi et al (21-23). In 
our study, QIF had the more efficiency when data correlation 
was high (ρ=0.6) and rate of dropout percent was low.

Based on results of our study which obtained by QIF 
method, factors such as recurrence history in a first-degree 
family and economical status had significantly affected re-
currence. Recurrence in patients with family history was 
more than those without family history. Findings of previous 
studies had confirmed that genetic has an important effect on 
cause of disorder, and hypertension can also effective on re-
currence in younger patients (1, 3, 27-29).

Results of some studies had shown that the rate of disorder 
was more in males due to economical problems, and also pa-
tients with the lower economical level were more at risk of 
Bipolar disorder and depression (12, 14, 17). These findings 
are accordance with the results of our study. Based on reports 
of other studies, bipolar disorder is more observed in males 
due to their job stress, but gender had not significantly af-
fected recurrence (1, 12, 14, 30). These finding was similar to 
results of present study.

According to some studies which had used QIF method, 
chance of recurrence was more in a lower age of disease onset, 
which may be due to the role of genetic in made of disorder 
in childhood. This finding no confirmed by our study (31).

So far, there has not been done a proper longitudinal study 
in related with the effective factors on type 1 bipolar disorder 
in our country. So, follow up of patients during time, an es-
timation of appropriate sample size and trying to achieve a 
valid statistical method for analyzing longitudinal and cor-
related data is the most important strong point of our study. 
Regarding the findings of our study were small step for iden-
tifying the predictive factors of this mental disorder, sugges-
tions are proposed to enhance such studies such as controlling 
effect of drug use as confounding variable which affected 
recurrence over time. Besides, that is suggested conducting 
more study on comparing statistical methods for analyzing 

Parameter 
% 
missing

Estimate S.E OR* P-value 

Age of onset

0 -0.007 0.0044 0.993 0.114

10 -0.006 0.0048 0.994 0.193

20 -0.001 0.0048 0.999 0.891

Gender (Female)

0 0.021 0.0797 1.021 0.793

10 0.014 0.0909 1.014 0.876

20 0.062 0.0923 1.064 0.504

History in first degree family 
(Yes)

0 0.266 0.1025 1.305 0.009

10 0.309 0.1126 1.362 0.602

20 0.293 0.1263 1.340 0.205

Economic status ( high/mod-
erate level)

0 0.209 0.0849 1.233 0.014

10 0.237 0.0941 1.268 0.117

20 0.161 0.0931 1.175 0.838

Time

0 0.021 0.0117 1.021 0.072

10 0.012 0.0125 1.012 0.337

20 0.019 0.0138 1.020 0.157

Table 2. Regression results of QIF method in marginal model for Bipolar 
I disorder data (missing / without missing data) * OR: Odds ratio; **It is 
significant at level of 0.05.

Parameter 
% 
missing

Estimate S.E OR* P-value 

Age of onset

0 -0.007 0.0044 0.993 0.096

10 -0.006 0.0049 0.994 0.194

20 -0.004 0.0049 0.996 0.438

Gender (Female)

0 0.029 0.0797 1.03 0.708

10 0.029 0.0909 1.030 0.742

20 0.077 0.0928 1.081 0.403

History in first degree 
family (Yes)

0 0.252 0.1029 1.286 0.014

10 0.280 0.1134 1.324 0.013

20 0.304 0.1268 1.355 0.016

Economic status ( high/
moderate level)

0 0.184 0.0850 1.202 0.030

10 0.210 0.0949 1.234 0.027

20 0.140 0.0935 1.151 0.133

Time

0 0.016 0.0128 1.016 0.216

10 0.013 0.0139 1.013 0.342

20 0.023 0.0145 1.024 0.107

Table 3. Regression results of GEE method in marginal model for Bipolar I 
disorder data. * OR: Odds ratio; **It is significant at level of 0.05.

RE Bipolar data REa (ρ=0.6) REa (ρ=0.1) % of missing

1.142 1.065 0.984 0

1.135 1.089 0.989 10

1.130 1.035 0.993 20

Table 4. Brief results of simulation for relative efficiency (R.E) under 
different rates of correlation (ρ) and missing. a: Is created by simulation
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longitudinal data to achieve valid results.

5. CONCLUSION
QIF method was more appropriated for modeling recur-

rence during time with the structure of more correlation and 
low dropout rate in data. Factors such as family history and 
economic status were more affected recurrence in Bipolar 1 
disorder
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