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Abstract: We study the ultrafast photoactivated dynamics of
the hydrogen bonded dimer Guanine-Cytosine in chloroform
solution, focusing on the population of the Guanine!
Cytosine charge transfer state (GC-CT), an important elemen-
tary process for the photophysics and photochemistry of
nucleic acids. We integrate a quantum dynamics propagation
scheme, based on a linear vibronic model parameterized
through time dependent density functional theory calcula-
tions, with four different solvation models, either implicit or
explicit. On average, after 50 fs, 30 ~ 40 % of the bright excited
state population has been transferred to GC-CT. This process
is thus fast and effective, especially when transferring from

the Guanine bright excited states, in line with the available
experimental studies. Independent of the adopted solvation
model, the population of GC-CT is however disfavoured in
solution with respect to the gas phase. We show that
dynamical solvation effects are responsible for this puzzling
result and assess the different chemical-physical effects
modulating the population of CT states on the ultrafast time-
scale. We also propose some simple analyses to predict how
solvent can affect the population transfer between bright and
CT states, showing that the effect of the solute/solvent
electrostatic interactions on the energy of the CT state can
provide a rather reliable indication of its possible population.

Introduction

The population of excited electronic states with significant
charge transfer (CT) character is a key step of many processes of
huge biological and technological interest, from DNA photo-
damage/protection to photosynthesis and solar energy
conversion.[1–12] In order to fully understand, and ultimately
master these processes, assessing the chemical physical effects
ruling the population of CT states starting from the ‘spectro-
scopic’ bright excited state(s) is thus very important. This is a

challenging task as it is necessary to accurately describe the
interplay between several close-lying excited electronic states
of at least two different chromophores, requiring a proper
inclusion of vibronic effects, possibly at a full quantum level.
Moreover, almost all the biological and industrial photoacti-
vated processes occur in the condensed phase, and thus the
treatment of solvation effects is mandatory.

In this manuscript, we focus on this latter aspect and use
quantum dynamical (QD) simulations to study the interplay
between bright and CT states in the hydrogen bonded dimer
formed in chloroform by two derivatives of guanosine (G) and
cytidine (C) in a Watson-Crick (WC) arrangement. This process
has a significant biological relevance, since it has been
proposed to provide an effective excited state decay route for
the photoexcited state population of the GC pair, triggering an
intermolecular proton transfer (PT), the so-called proton
coupled electron transfer (PCET) mechanism. In the gas phase,
this PCET mechanism leads to ground state recovery on a sub-
ps time scale.[13–16] The capacity of DNA to efficiently dissipate
the energy attained by absorption of UV radiation[1,17] is critical
to reduce the damage of the genetic code,[18] further motivating
the study of the CT and PCET processes in GC base pairs, both
in isolation[14,15,19–24] and within DNA.[16,25–27] In a very interesting
study, Röttger et al,[23] succeeded in enforcing the formation of
a WC pair of GC in chloroform by using derivatives of G and C
bearing very bulky substituents on the sugar, and their time-
resolved spectral analysis provides very useful reference data
for the study of CT process in solution in a relatively small
molecular system.
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At the state-of-the art, fully QD simulations still represent an
open challenge, especially if the dynamical response of the
solvent to the ongoing nonadiabatic transition needs to be
addressed.[28] We here make a first step, focusing in the ultrafast
(~ 100 fs) time-scale on the population of the G!C CT state,
without considering the subsequent PT process. This time-
regime is still challenging but more affordable, in particular if
we assume that the nuclear degrees of freedom of the solvent
remain frozen in the configuration they have when the photo-
excitation takes place, the so-called “static disorder“ limit.[29–33]

However, also in this ultrafast time-scale several chemical
physical effects, related both to bulk solvation and ‘direct’
solute-solvent interactions, can play a role in the population of
a CT state, a reaction that leads to a substantial rearrangement
of the solute electron density. In order to get a picture as
complete as possible about such effects, as well as on the
related methodological issues, we compare four different
solvation models, two explicit ones and two implicit ones. For
explicit models the “static-disorder” limit can be implemented
by extracting a representative number of snapshots (in the
specific case here, 100) from a molecular dynamics (MD)
simulation of GC in the ground state in chloroform,[24] and
performing different QD simulations for each of them. In these
QD simulations, the solvent molecules are treated as frozen and
described either at the molecular mechanical (MM) level or by
treating the first solvation shell at the full quantum mechanical
(QM) level. On the same ultrafast time-scale it is also possible to
use implicit solvent models in their non-equilibrium implemen-
tation, where one assumes that only the fast, electronic part of
the polarization is equilibrated with the excited states, while
the slow nuclear part is still in equilibrium with the ground
state.[28] Here we adopt the polarizable continuum model in its
linear response formalism (LR-PCM),[34] and its first-order
corrected (cLR) implementation.[35] A schematic representation
of an implicit and explicit solvent model that we use for GC in
this work is shown in Figure 1.

For the QD simulations, we exploit the recently developed
fragment diabatization parametrization of a linear vibronic
coupling (FrD-LVC) model[36] from time-dependent density func-
tional theory (TD-DFT) calculations. On the time-scale of interest
of this study, the system is rigid enough to be amenable to a
description in terms of low-order Taylor-expansion model
Hamiltonians, for which nonadiabatic QD simulations are
particularly effective, as shown by our recent study of GC and
AT photoactivated dynamics in the gas phase.[36,37] We also
exploit advances in the multiconfiguration time-dependent
Hartree (MCTDH) method[38,39] to carry out these high dimen-
sional QD simulations, namely its extension to multilayer (ML)
formalism,[40,41] and its implementation within the Quantics
package.[42,43]

Our study shows that the G!C CT state is quite effectively
populated in chloroform. Depending on the adopted solvation
model and the electronic state initially excited, between 10–60%
of the bright excited state population is transferred to G!C CT
after 50 fs. However, the population transfer is less substantial and
slower than that found in the gas phase (60~90%).[36] Therefore, a
key result of the present work is that we observe that the

formation of a CT state is disfavoured by an increase in the polarity
of the embedding medium. Based on this observation, we can
assess the different chemical-physical effects modulating the
ultrafast population of CT states and get interesting insights on
the related methodological issues. In particular, we show that a
simple analysis of the solute/solvent electrostatic interactions on
the energy of the CT state can provide a rather reliable indication
of its possible population, and we can make general observations
on the behavior of assemblies with closely positioned chromo-
phores.

Methods

FrD-LVC

The approach in this work is to use a fragment based
diabatisation (FrD) for multi-chromophore complexes (MCs) to
parameterise a linear vibronic coupling (LVC) model. It has been
introduced in Ref. [36], and a description of the underlying

Figure 1. a) Schematic drawing and atom numbering of the 9-meth-
ylGuanine/1-methylCytosine dimer, in Watson Crick hydrogen bonding
arrangement. The PCM cavity is also schematically depicted b) Schematic
description of a snapshot extracted from our MD simulations with explicit
chloroform molecules
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theory can be found also in Refs. [44] and [45]. It is therefore
only briefly sketched below and in the Supporting Information
(SI), Sections S1.1 and S1.2.

The LVC Hamiltonian for a coupled set of diabatic electronic
states jdi ¼ ðjd1i; jd2i; . . . ; jdMiÞ may be written as

H ¼
X

i

ðK þ Vd
ii ðQÞjdii dih jÞ

þ
X

i;j>i

Vd
ij ðQÞðjdii dj

�
j þ jdj

�
dih jÞ;

(1)

where fQ1;Q2 � �;QNg are the dimensionless normal mode
coordinates, defined on the ground electronic state S0, with
conjugate momenta P. The kinetic K and potential V terms of
the Hamiltonian are defined as

K ¼
1
2P

TWP (2)

Vd
ii ðQÞ ¼ Ed

ii ðQ0Þ þ lT
iiQþ

1
2Q

TWQ (3)

Vd
ij ðQÞ ¼ Ed

ij ðQ0Þ þ lT
ijQ; (4)

with W the diagonal matrix of normal mode frequencies wa, lij

the vector of linear coupling constants between states i and j,
Ed
ii ðQ0Þ the diabatic energy of state i at the reference geometry
ðQ0, typically a ground state equilibrium geometry, see SI
Section S1.2 for further details), and Ed

ij ðQ0Þ an electronic
coupling constant between diabatic states i and j at the
reference geometry.

Treating the slow degrees of freedom

In this study we shall take solvent effects into account by
integrating different models. First, the FrD-LVC procedure
described in the previous section will be applied to the GC in
chloroform at the PCM/TD-DFT level. In this way, we shall
include the ‘average’ bulk solvent effect on the excited state
energies and the vibrational degrees of freedom of the GC pair.
Henceforth, this base level FrD-LVC model will be referred to as
the PCM FrD-LVC model. In ‘standard’ PCM-TDDFT calculations,
solvent effects are included by resorting to a linear response
(LR) approach, where the response of the solvent dynamic
polarization to the excitation is computed from the transition
density,[35,46,47] discarding the contribution due to the variation
of the electron density associated with the electronic
transition.[46,48] As a consequence, it has been shown that LR-
PCM is ill-suited to describe electronic transitions involving a
large change of the electron density.[46,48] We thus also utilised
corrected LR (cLR) calculations which include a first order
correction to the energy of each excited state based on its
relaxed density matrix.[35] In the following the results obtained
with this approach will be labeled as cLR-PCM.

However, implicit ‘mean field’ approaches such as PCM or
cLR-PCM cannot include the effect of different solvent config-

urations. These different solvent configurations can result in
different excited state dynamics, which cannot be described by
a single dynamics on average potentials due to the non-linear
dependence of the population yield on the Hamiltonian
parameters.[29,33,49] In order to take this effect into account, we
will exploit explicit solvation models.

Whilst full QD calculations of mutually evolving explicit
solute+ solvent systems are still at the moment out of reach,
we limit ourselves to the so-called “static-disorder” limit.[29] In
this limit, due to their very different characteristic times, the fast
intramolecular vibrations of the two nucleobases can be
separated from the slow inter-molecular motions, which rule
both the mutual arrangements of the two nucleobases and of
the solvent around them. In practice, while all the solute+

solvent degrees of freedom (DoFs) are active before the
photoexcitation (and are sampled by a classical MD on the
ground-state), it is assumed that only the fast DoFs move
appreciably during the photoexcited dynamics on the inves-
tigated timescale (~ 100 fs). Although the slow DoFs are
considered frozen on this ultrafast time scale, their instanta-
neous configuration affects the fast DoFs dynamics. This effect
is introduced by computing different FrD-LVC models specific
for each configuration of the slow DoFs. This separation of
motions is at the basis of recent mixed quantum classical
approaches we have proposed and successfully applied to the
simulation of the steady-state spectra[49,50] and photodynamical
processes of systems in explicit environments.[29,49]

In practice, different solvent configurations will be extracted
from molecular dynamics (MD) simulations, and used with a
single-point diabatisation to update the diabatic energies and
constant coupling terms (i. e. Ed

ii ðQ0Þ and Ed
ij ðQ0Þ) from the base-

level PCM FrD-LVC model. In doing this we make the further
assumption that the change in diabatic energies and constant
coupling terms is larger and more important to the dynamics of
the fast Dofs than the change in lij terms for each snapshot, i. e.
that the first order terms change slower than the zero order
terms in the Taylor expansion of the potential energy surface. In
principle, the coordinate dependent diagonal and off-diagonal
terms lij should also be updated, however this would require
an additional 2� N QM calculations, and would be too
computationally costly. This approximation also implicitly
assumes that the intra-molecular equilibrium geometry of G
and C does not vary with the configuration of the slow DoFs.
This same approach was applied and its validity tested for a
perylene diimide dimer in water/acetonitrile solution in Ref.
[33]. For what concerns the relative motion of the two
nucleobases, in the following we consider two models in which
during the ground-state MD they are either held in a rigid
arrangement or they are free to move, to separately investigate
the solvent and nucleobase slow DoFs. We also consider
polarization effects of the inner solvent shell, so that in
summary, three models will be considered:
1. FrzGC MMchl: Snapshots will be extracted from a MD

simulation in which the solute (GC) is held in a fixed
position, i. e. frozen (‘Frz’), and only the solvent (chloroform,
‘chl’) is in motion. Then, in the re-parameterisation of the
FrD-LVC model, the solvent will be treated as point charges,
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also known as a molecular mechanics (MM) electrostatic
embedding.

2. FrzGC QMchl: The same snapshots as the FrzGC MMchl

calculations will be used, however in the re-parameterisation
of the FrD-LVC model an inner solvent shell will be treated
at the quantum mechanics (QM) level, with the outer solvent
shell treated as point charges.

3. MovGC MMchl: Snapshots will be extracted from a MD
simulation in which GC, as well as the solvent, is allowed to
move (‘Mov’). In this way we will include the effect of the
relative motion of the two bases on the Hamiltonian
parameters (for further details, see Section S1.2 in the SI).

Computational Details
Electronic structure calculations have been performed with DFT for
the ground state and TD-DFT for the excited states using the
Gaussian 16 program.[51] We adopted the CAM� B3LYP[52] range-
separated functional and the computationally convenient 6–31G(d)
basis set, previously used for the study of the quantum dynamics of
the GC pair in the gas phase,[36] and vibrational spectra of GC in
chloroform.[53] The solvent effect of chloroform is included for the
geometry optimisations and the base level FrD-LVC model by
means of the polarizable continuum model (PCM).[34] All the PCM
and cLR-PCM calculations have been performed at the non-
equilibrium level. Within continuum approaches, such as PCM, the
simplest and most commonly used approach to treat dynamical
solvation effects requires the definition of two limiting time-
regimes. The first, non equilibrium limit is ruled by the optical
dielectric constant (for chloroform ~ 2) and only fast polarization
(related to the electronic degrees of freedom of the solvent) is in
equilibrium with the new solute electron density. Full equilibration
of solvent degrees of freedom (e. g. the re-orientation of the
solvation shells) requires a longer time (a few ps, for chloroform
~ 4 ps[54]), which falls well outside the time window of interest of
this paper.

As a molecular model, we use 9-methylguanine and 1-meth-
ylcytosine to represent GC in a Watson Crick conformation. The
diabatic electronic states included in the models are the two lowest
bright states on each base, namely G(La), G(Lb), C(ππ*1) and
C(ππ*2), as well as the most-stable CT state, i. e. the G!C(CT) state,
defined as the one electron transition from the HOMO of G to the
LUMO of C (hereafter simply GC-CT). In order to obtain these
diabatic states, reference local excitations and molecular orbitals
were computed on each nucleobase, including the electrostatic
effect of the other nucleobase by the set of the charges from the
electrostatic potential in ground electronic state (defined with the
restrained electrostatic potential, RESP, model).[55] Further technical
details of the electronic structure setup used for the diabatisation
calculations are given in the SI, Section S1.3.

The MD snapshots were extracted every 20 ps from the simulations
conducted in Ref. [24], in which GC was either kept frozen and the
chloroform solvent was moving, or both GC and solvent were in
motion. The GC pair in these MD simulations contained a sugar ring
attached to each of the bases, in analogy with the reference
experimental studies, rather than a methyl group, as is used in the
LVC parameterisation. This sugar ring was kept in place, rather than
substituted with a methyl group, as it only has a marginal effect on
the excited state energies and characters. Indeed, the ‘solvent hole’
left behind if the sugar ring was substituted by the methyl group
would have a slightly greater erroneous affect on the excited states,
as illustrated in Section S2.1 of the SI.

QD propagations using the FrD-LVC models were performed using
the ML–MCTDH method[40,41] implemented within the Quantics
package.[42,43] We followed the numerical procedures used
previously,[36] and further details may be found in the SI, Section
S1.4. Absorption spectra of GC were calculated via the Fourier
transform of the auto-correlation function produced by the QD
calculations, weighted by the diabatic transition dipoles.[33,36,56]

Monomeric spectra of G and C were also calculated with auto-
correlation functions produced by QD propagations on LVC models
parametrised by PCM(chloroform)/CAM-B3LYP/6-31G(d), in the
same manner as we have previously done.[36,57] The absorption
spectra include contributions from the lowest three bright states in
GC (G(La), G(Lb) and C(ππ*1)), and are phenomenologically
broadened with a Gaussian of half-width half-maximum HWHM=

0.04 eV. Further details may be found in the SI, Section S1.5.

Results

Table 1 reports the energy of the 5 lowest energy diabatic
states (qualitatively similar to the starting adiabatic states, see
SI Table S3) and the electronic coupling existing among them,
as computed by FrD based on TD-CAM-B3LYP calculations in
the gas phase and in chloroform. For the explicit solvation
results, standard deviations of the energy and couplings are
also reported, with histograms of their distributions shown in
Section S5.1 of the SI.

Solvent has a small effect on the energy of the bright states,
i. e. a weak red-shift for G(La) and G(Lb), a weak blue-shift for
C(ππ*2), while C(ππ*1) is almost unaffected. On the contrary, in
chloroform GC-CT is strongly destabilized with respect to the
gas phase, especially at the PCM level, when its diabatic energy
increases by 0.5 eV. As a consequence, while in the gas phase
GC-CT is the most stable diabatic excited state, in chloroform its
relative stability is close to that of G(Lb), i. e. it has an energy
0.3 ~ 0.4 eV higher than that of G(La) and C(ππ*1). This result is
likely due to the solvent effect on the frontier orbitals of G and
C; for example the energy gap between the G HOMO and the C
LUMO increases by ~ 0.15 eV going from gas phase to chloro-
form. The standard implementation of PCM, however, is known
to underestimate the stability of excited states with significant
CT character. cLR-PCM calculations, indeed, have a very modest
effect on the bright states but strongly (by ~ 0.35 eV) stabilize
GC-CT, which, though still less stable than in the gas phase,
gets closer in energy to C(ππ*1) and G(La).

The average diabatic energies predicted by explicit solva-
tion models are very close to the PCM and cLR-PCM ones for
the bright states. Interestingly, the relative stability of GC-CT is
intermediate between that computed at the PCM and cLR-PCM
level. The solvent effect on the diabatic couplings, intra- or
inter-monomer, between bright excited states is also modest.
Larger shifts are instead observed for the couplings between
the bright and GC-CT states, in particular at the cLR-PCM level,
where G(Lb) is the bright state predicted to be most strongly
coupled to GC-CT, as opposed to G(La) in the other solvation
approaches. The reason for this phenomenon is related to the
fact that cLR-PCM only provides a correction to the energies of
the adiabatic states, without changing their character (i. e.
diabatic mixing) relative to LR-PCM. The adiabatic TD-DFT states
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S3 and S4 have mixed G(Lb) and GC-CT diabatic character and
similar energies at the LR-PCM level (see Tables S2 and S3 in the
SI). As GC-CT is stabilised by much more than G(Lb) with cLR-
PCM, a large coupling between these diabatic states is
introduced in order to produce adiabatic states with the same
character as S3 and S4 at the LR-PCM level. This is further
explained in the SI, Section S2.2.

The comparison between FrzGC MMchl and MovGC MMchl

results gives additional insights on the effect of intermolecular
vibrational motions. Their inclusion by MD simulation makes
the relative stability of GC-CT and its coupling with bright states
slightly decrease. Furthermore, as may be expected, the
dispersion of CT energies increases when GC is allowed to
move. Interestingly, as we show in the SI in Section S5.2, G and
C are slightly closer together when they are allowed to move,
than when they are held fixed. However, there is limited
correlation between the distance of the bases and CT energy.
Instead, as we reveal later on, the surrounding electrostatic
environment plays a much greater role.

Dynamics

Absorption spectra

As a first step of our study we calculated the absorption spectra,
including nonadiabatic effects, to ensure that our simulations
are able to reproduce experimentally observable features.
Namely, the inter-monomer couplings triggered by the forma-
tion of the HB GC dimer are mirrored by the subtle but visible
changes in its absorption spectrum with respect to that
obtained from the sum of G and C absorption spectra (G +C) in
chloroform, as reported experimentally.[19] In our calculation of
the absorption spectrum, we do not consider a direct excitation
to the second bright excited state of Cytosine, and this
approximation obviously affects the accuracy of the lineshape
of the high energy part of the spectrum. Nonetheless, as
discussed in the SI Section S4.1 and shown in Figure 2, our
calculations nicely reproduce the difference between GC and G
+C absorption spectra. Indeed the former spectrum is more
intense and less resolved close to the maximum of the
absorption band, whereas the absorption in the red wing is
slightly reduced. Inclusion of explicit solute/solvent interactions,
as could be expected, improves the agreement with the

Table 1. Diabatic energies (Ed
ii (Q0)) and constant electronic couplings (Ed

ij (Q0)) in eV of bright ππ* and CT states of GC in Cs symmetry from all solvent models
considered in this study. Explicit solvation results are averaged over all snapshots, the couplings being the average of absolute values, and standard
deviations in parentheses. Parametrized using CAM-B3LYP/6-31G(d).

State j
State i G(La) G(Lb) C(ππ*1) C(ππ*2) GC-CT

Gas
G(La) 5.311
G(Lb) 0.083 5.682
C(ππ*1) � 0.011 0.020 5.286
C(ππ*2) 0.061 � 0.019 0.087 5.936
GC-CT 0.072 � 0.021 0.030 � 0.031 5.138

PCM
G(La) 5.199
G(Lb) 0.083 5.639
C(ππ*1) � 0.015 0.018 5.256
C(ππ*2) 0.053 � 0.010 0.114 6.021
GC-CT 0.072 � 0.014 0.037 � 0.025 5.637

cLR-PCM
G(La) 5.223
G(Lb) 0.088 5.556
C(ππ*1) � 0.021 0.030 5.288
C(ππ*2) 0.050 � 0.007 0.108 6.015
GC-CT 0.040 0.145 0.006 � 0.029 5.274

FrzGC MMchl

G(La) 5.273 (0.026)
G(Lb) 0.063 (0.005) 5.645 (0.025)
C(ππ*1) 0.003 (0.002) 0.025 (0.001) 5.284 (0.038)
C(ππ*2) 0.055 (0.005) 0.026 (0.004) 0.075 (0.007) 6.136 (0.056)
GC-CT 0.056 (0.002) 0.026 (0.003) 0.029 (0.001) 0.021 (0.008) 5.453 (0.205)

FrzGC QMchl

G(La) 5.208 (0.035)
G(Lb) 0.073 (0.021) 5.539 (0.038)
C(ππ*1) 0.005 (0.003) 0.021 (0.001) 5.250 (0.055)
C(ππ*2) 0.052 (0.004) 0.021 (0.005) 0.105 (0.014) 6.047 (0.068)
GC-CT 0.058 (0.007) 0.032 (0.005) 0.030 (0.003) 0.018 (0.008) 5.553 (0.207)

MovGC MMchl

G(La) 5.241 (0.040)
G(Lb) 0.049 (0.010) 5.736 (0.045)
C(ππ*1) 0.016 (0.004) 0.023 (0.002) 5.209 (0.054)
C(ππ*2) 0.050 (0.009) 0.012 (0.006) 0.061 (0.012) 6.048 (0.075)
GC-CT 0.054 (0.020) 0.013 (0.009) 0.027 (0.014) 0.018 (0.013) 5.576 (0.291)
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experimental spectra, decreasing the resolution of the com-
puted spectra and increasing its broadness.The spectral line-
shapes in Figure 2 show some peaks, due to vibronic transitions.
They are more evident in the PCM computations and are
stronglly smoothed out in explicit solvent due to solvent
fluctuations. Such a vibronic structure is almost completely
washed out in the experiment, indicating that our approach still
underestimates the solvent inhomogeneous broadening.

Excitation to G(La)

As discussed in detail in the SI Section S2 and further below,
the different diabatic states are slightly mixed in the Franck-
Condon (FC) region. It is clear that the four lowest adiabatic
states derive from a combination of G(La), G(Lb) and C(ππ*1)
states, together with GC-CT. In the following, we shall discuss
the photoactivated dynamics of GC following an excitation to

each of these low energy bright states, focusing our discussion
in the population of GC-CT and starting from G(La).

Figure 3 shows that inclusion of solvent effect leads to a
strong decrease of the G(La)!GC-CT population transfer. In the
gas phase after ~ 50 fs 90 % of the photoexcited population is
on GC-CT. This value decreases to ~ 50 % at the FrzGC MMchl

level; ~ 30 % at the MovGC MMchl, FrzGC QMchl, and cLR-PCM
levels; and it is only ~ 10 % according to PCM calculations. The
population of GC-CT then increases at later times according to
all the models, but, even after 250 fs it never reaches the level
(>90 %) predicted in the gas phase. The solvent CT populations
also demonstrate some small oscillatory features with a period
of ~ 20 fs, most noticeable in the PCM model and predom-
inantly averaged out in the explicit solvation models. These are
essentially due to vibronic coherences of the ring stretching
and NH2 bending motions of G and C, with typical vibrational
frequencies of ~ 1600 cm� 1. This is further discussed in Section
S3.2 of the SI.

As shown in Figure 4, the 100 QD simulations starting from
structures extracted from the MD simulations show that the
static disorder has a huge effect on the population of GC-CT.
Interestingly, the average values are not representative of the
trends of the different simulations. Indeed we observe that for a
significant portion of the structures we have ~ 80 % of the
population on GC-CT after 50 fs, whereas for several others the
transfer is very small (<20 %) (see also Table 2). In other words,
we are in the presence of an ‘on/off’ picture where, depending
on the initial arrangement of the solvent molecules, the transfer
is either almost quantitative or it does not happen at all. In the
following subsections, we shall discuss what the chemical/
physical effects are that account for the significant dependence
of the population transfer to GC-CT on the initial solvent
configuration.

In terms of the different explicit solvation approaches, the
averaged populations of the GC-CT state follow the trend of
GC-CT energies calculated by each method. FrzGC MMchl predicts
the greatest population and also most stable GC-CT state, with

Figure 2. a) Absorption spectra of GC, and the sum of monomer G and C (G
+ C) spectra either calculated from PCM FrD-LVC models (solid lines), or from
experimental results in chloroform (dashed lines).[19] b) Spectra from explicit
solvation FrD-LVC models, averaged over the 100 snapshots dynamics.
Intensity of the most intense peak of the GC spectra normalised to 1, with
the G+ C spectra normalised with the same value. FrD-LVC spectra shifted
by � 0.65 eV.

Figure 3. GC-CT population after initial excitation to G(La) with different
solvation approaches: gas phase, LR-PCM, cLR-PCM, and average over 100
FrzGC MMchl, FrzGC QMchl, and MovGC MMchl snapshots.
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smaller population predicted by FrzGC QMchl and then MovGC

MMchl. In the latter case, the relative stability of GC-CT slightly
decreases, as it is not only the solvent that is causing the
destabilisationof the GC-CT state, but also the motion of the

bases. This result gives an account of the smaller transfer to GC-
CT and explains the greater dispersion of energies and
couplings, as well as greater dispersion of the individual
snapshot dynamics and more oscillation in the GC-CT popula-
tions, as shown in Figure 4. Further analysis of the relation
between couplings and dimer structure is reported in SI Section
S5.2.

We end this section by noting that single QD propagations
performed using the averaged explicit solvent parameters
shown in Table 1 produce slightly different results to the
average over 100 simulations as shown in Figures S7–S12 in the
SI, in particular for the MovGC MMchl and FrzGC QMchl approaches.
This is similar to the non-linear behaviour of the averaged
populations with respect to the Hamiltonian parameters some
of us have observed for other systems previously.[29,33,49]

Excitation to G(Lb)

As shown in Figure 5, after excitation to G(Lb) a significant part
of the photoexcited population is transferred to GC-CT, but this
process is less effective than in the gas phase, according to all
the solvation approaches except cLR-PCM. In this latter case,
the very large G(Lb):GC-CT coupling leads to a very fast and
substantial population transfer: after less than 25 fs 60 % of the
photoexcited population is on GC-CT. For the same reason, the
cLR-PCM method is the only one predicting a substantial direct
G(Lb)!GC-CT population transfer, with the population of G(La)
always �0.20. The other methods indicate instead that most of
the population follows a path G(Lb)!G(La)!GC-CT, with G(La)
being the most populated state at t=50 fs as shown in the
Figures collected in Section S3 of the SI. However, also at the
cLR-PCM level, the ‘final’ population of GC-CT after 250 fs is
smaller than in the gas phase. The transfer rates predicted by
the other methods are, overall, quite similar to those obtained
for G(La). Furthermore, the comparison between the average of
the QD simulations by using an explicit solvation model and
the different snapshots shown in Figure S13 in the SI shows a
similar ‘on/off’ behaviour for the population transfer to GC-CT.

Figure 4. GC-CT population after initial excitation to G(La) for a) FrzGC MMchl

snapshots and their average b) FrzGC QMchl snapshots and their average and
c) MovGC MMchl snapshots and their average.

Table 2. Percentage of simulations with GC-CT population after 250 fs propagation of less than 0.2, greater than 0.8, or in between, for all the explicit
solvation snapshots after excitation on G(La), G(Lb) and C(ππ*1).

Init. State CT pop <0.2 0.2<CT pop <0.8 CT pop >0.8

FrzGC MMchl

G(La) 7 % 14 % 79 %
G(Lb) 9 % 10 % 81 %
C(ππ*1) 7 % 34 % 59 %

FrzGC QMchl

G(La) 32 % 18 % 50 %
G(Lb) 37 %. 12 % 51 %
C(ππ*1) 30 % 32 % 38 %

MovGC MMchl

G(La) 42 % 19 % 39 %
G(Lb) 45 %. 15 & 40 %
C(ππ*1) 43 % 29 % 28 %
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Excitation to C(ππ*1)

In the gas phase the population transfer C(ππ*1)!GC-CT is less
complete and occurs at a slower rate than for G(La) and G(Lb),
which as previously noted is due to smaller diabatic C(ππ*1):
GC-CT coupling than G(La):GC-CT.[36] In chloroform the C(ππ*1):
GC-CT coupling is also smaller than that of G(La):GC-CT, and the
population transfer to the GC-CT state is slower and less
complete, as shown in Figure 6. Independently of the solvent
model, after 50 fs the population of GC-CT is �0.30. In
particular, due to the very small electronic coupling, at the cLR-
PCM level after 50 fs the GC-CT population is only ~ 0.05. As
shown in the Figures collected in Section S3 of the SI, the rest
of the population mainly remains on the C(ππ*1) state, with

some (�0.2) ‘excitonic’ transfer to the G(La) state. For the
explicit solvation models, Figure S15 in the SI illustrates a
slightly reduced ‘on/off’ behaviour of the individual snapshot
GC-CT populations relative to the initial excitations on G, with
more in the intermediate region and similar to the averaged
line.

Dynamics initiated on the adiabatic LVC states

In the complex system we are considering, with many coupled
electronic states, simulating the excitation process is not a
trivial task. The most direct and precise approach would be to
introduce the excitation step directly in the QD simulation, i. e.
explicitly considering the coupling with the laser pump in the
TD Hamiltonian. However, due to its computational cost, this
approach is unaffordable for large systems, such as that which
we consider in this work. In this context, the excitation of a
diabatic state, beyond being convenient from the technical
point of view, corresponds to a well defined impulsive limit. The
pulse is so short in time to excite a doorway state correspond-
ing to a diabatic state, but not so short to excite directly the
combination of all of them. However, each of the diabatic states
considered here is actually spread on more than one adiabatic
state. In their experiment, Schwalb and Temps[19] adopted
pulses with a FWHM in time of 200 fs, corresponding to a
FWHM of ~ 0.02 eV in the energy. It is therefore questionable if
they could excite a pure diabatic state, considering that, for
example, the energies of G(La) and C(ππ*1) lie approximately in
this window. Therefore, due to the lack of simulations which
explicitly address the excitation step, as final check of the
robustness of our prediction with respect to the adopted
reference states, we also considered the limiting situation in
which the excitation prepares an adiabatic state and we started
our simulations from the linear combination of the diabatic
states that corresponds to the pure LVC adiabatic states S1-S4,
according to the PCM calculations. The eigenvectors of these
adiabatic states in terms of the diabatic states are shown in
Table S4 in the SI, as well as their oscillator strengths. This
approach also provides a point of comparison for any future
‘on-the-fly’ dynamics studies, which work in the adiabatic basis
due to interfacing with electronic structure codes for the
construction of the potential energy surfaces.[58]

We obtain a picture (summarized in Figure 7) very similar to
that described based on LR-PCM diabatic states. In particular,
we confirm the strong coupling between G(La) and GC-CT,
which provides the main contributions to S1 and S3. When S1

and S3 are excited (the latter of which is almost dark), the
majority of the population ‘localizes’ on GC-CT. This process is,
however, far from being complete. Indeed, a significant fraction
of the population remains on the bright excited states.
Interestingly, after exciting S1 and S3 we have an almost
‘constant’ population (10 ~ 20 %) of C(ππ*1) for the entire
propagation period, reflecting the limited excitonic transfer
from G(La) to C(ππ*1) or vice-versa. Analogously, simulations
starting from S2 (where C(ππ*1) has the largest weight),
provides a significant population of G(La), while the population

Figure 5. CT population after initial excitation to G(Lb) with different
solvation approaches: gas phase, LR-PCM, cLR-PCM, and average over 100
FrzGC MMchl, FrzGC QMchl, and MovGC MMchl snapshots.

Figure 6. CT population after initial excitation to C(ππ*1) with different
solvation approaches: gas phase, LR-PCM, cLR-PCM, and average over 100
FrzGC MMchl, FrzGC QMchl, and MovGC MMchl snapshots.
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of GC-CT is less substantial than for S1 and S3. Finally, after
exciting S4, a very fast G(Lb)!G(La) population transfer is found,
followed by partial transfer to GC-CT.

Analysis of the explicit solvent effects

Based on the outcome of our QD simulations, in this section we
shall analyse what are the main chemical physical effects
modulating the population of GC-CT. The decay from the bright
excited state to GC-CT is particularly effective, notwithstanding
GC-CT is not the most stable state in the FC region, and 0.3 ~
0.4 eV less stable than the lowest energy bright states of G and

C. This result is due to the large reorganization energy of GC-CT,
almost 1 eV, making its minimum ~ 0.1 eV more stable than the
predicted diabatic minima of G(La) and C(ππ*1) (see Table S5 in
the SI).

Due to the stability of the GC-CT minimum, and its relatively
large electronic coupling to the bright states when compared
to the excitonic couplings between bright states, even a small
population of GC-CT soon after the excitation in the FC region
translates into a subsequent significant population transfer to
GC-CT. On these grounds we can explain why, despite the
dispersion between the different trajectories, our MD-based
calculations provide an ‘on-off’ picture, with most of the
simulations predicting a GC-CT population of either >0.8 or
<0.2 by 250 fs, as shown in Table 2. This is particularly the case
for the initial excitations on G, with 80–90 % of the snapshots
falling in these windows in each of the explicit solvation
approaches. As shown in Figure 8, these populations are
correlated with the GC-CT energy, and hence the gap to the
bright states at t =0 fs in the FC region. When the energy gap
with the bright state is too large (� 0.45 eV), we do not observe
any significant GC-CT population. When it is � 0:35 eV, we
almost always find a quantitative population transfer to GC-CT.
In the quite narrow energy window in between these two
regimes, there is mainly intermediate GC-CT population. We
find some exceptions to this picture for the MovGC MMchl

snapshots, where there is more variation in the bright to GC-CT
coupling strengths. Furthermore, for initial excitation of C-
(ππ*1), our simulations suggest that when the GC-CT state is
more stable than C(ππ*1) the population transfer to GC-CT is
smaller. This difference between the initial excitations on G(La)
and C(ππ*1) could reflect the smaller coupling that C(ıt ππ*1)
has with GC-CT.

In order to get additional insights on the effects ruling the
relative stability of GC-CT, we have examined in greater detail
the electrostatic effect of the explicit solvent, initially by taking

Figure 7. Diabatic populations after initial excitation to the adiabatic a) S1, b)
S2, c) S3 and d) S4 states constructed as a linear combination of diabatic
states, based on the LR-PCM Hamiltonian.

Figure 8. Correlation between the final (t=250 fs) CT population and the initial (t= 0 fs) diabatic energy gap between the CT state and bright state excited,
for excitation of a) G(La) and b) C(ππ*1) with all explicit solvation approaches.
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one of the FrzGC MMchl snapshots as an example, and then
generalising to all 100 snapshots. The snapshot we have chosen
to make the example is one which has a high GC-CT energy,
and hence low population following excitation on G or C. Its
structure with closest surrounding explicit solvent is shown in
Figure 9, and 4 hydrogen atoms of the chloroform solvent
closest to G are marked. H1 and H2 are hydrogen bonded to N3
on G, and H3 and H4 are hydrogen bonded to the carbonyl
oxygen of G. H4 is also quite close to the amino N of C (2.39 Å).

We tested the effect of removing these hydrogen atoms in
our FrD FrzGC MMchl calculated diabatic energies (i. e. by setting
the charge associated with these solvent hydrogen atoms to
zero), with the results shown in Table 3. When all the solvent
atoms are included, the GC-CT energy lies approximately 0.5 eV
higher than G(La) and C(ππ*1). Removing the H1 and H2 atoms
stabilises GC-CT by ~ 0.5 eV, whilst the bright states are virtually
unaffected (and similarly the couplings are also unaffected –
see Table S6 in the SI), leading to GC-CT being approximately
isoenergetic with G(La) and C(ππ*1). Removal of H3 has a
similar, although slightly less pronounced stabilisation of GC-CT
by ~ 0.4 eV, whilst H4 (which also lies close to C) has virtually no
effect on the GC-CT energy.

In order to generalize the analysis of the solute/solvent
electrostatic interactions on the GC-CT energy, in Figure 10 we
show the FrzGC MMchl calculated diabatic GC-CT energies,
plotted versus the difference between solute-solvent Coulomb
potential energy calculated for neutral GC in its ground state
geometry (Vchl

GC ) and G+C� at the same geometry (Vchl
GþC� ). These

Coulombic potential energies were calculated between point
charges on the Nchl solvent atoms qm, and point charges on the

NGC atoms of the nucleobases qn at a distance rmn at the FrzGC

MMchl geometries (not including the sugar rings). The charges
on the nucleobase atoms were obtained from RESP charges on
either the neutral or ionic species

Vsolvent
solute ¼

XNchl

m

XNGC

n

qmqn

r2
mn

: (5)

The Coulombic potential energy differences shown in Fig-
ure 10 are always positive, i. e. the solute/solvent interaction is
more favorable for neutral GC, and this is not surprising, as the
MD simulation from which the snapshots were extracted was
conducted using neutral GC. Some of the potential energy
differences are close to zero, however, reflecting solvent
configurations that stabilize equally also the charged species,
and hence yield the lowest GC-CT energies. Conversely, some
solvent configurations yield GC-CT energies that are almost
1 eV less stable, and there is a linear relationship between the
GC-CT energy and this Coulombic potential energy difference.

A similar analysis was also performed for the MovGC MMchl

snapshots in Section S5.2.3 in the SI. In this case, it is necessary
to take into account not only the electrostatic effect of the
solvent molecules, but also that of the bases on one another,
whose arrangement is different for each snapshot. We observe
also in this case a linear trend with respect to the CT energy.

Figure 9. Closest solvent H atoms to G in an example snapshot from the
Frozen MD simulation, with distances and labels. H1 and H2 are closest to
G(N3), and H3 and H4 closest to G carbonyl O. H4 is also close to the amino
group of C.

Table 3. Diabatic energies (Ed
ii (0)) of bright ππ* and CT states of the example FrzGC MMchl snapshot, computed including either all the surrounding charges

associated with solvent, or with selected hydrogen atoms close to G removed (see Figure 9).

G(La) G(Lb) C(ππ*1) C(ππ*2) GC-CT

All 5.263 5.654 5.266 6.182 5.723
H1 Removed 5.270 5.619 5.256 6.141 5.205
H2 Removed 5.253 5.623 5.253 6.143 5.274
H3 Removed 5.255 5.670 5.289 6.128 5.359
H4 Removed 5.287 5.674 5.356 6.065 5.795

Figure 10. Diabatic FrzGC MMchl GC-CT energies, plotted versus the difference
in solute-solvent Coloumb potential energies computed for neutral GC (Vchl

GC )
and G+C� (Vchl

GþC� ) according to eq. 5.
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Discussion

According to the QD simulations reported in the previous
section, the population of GC-CT in the GC pair in chloroform is
fast and effective. A significant part of the population initially
excited on C(ππ*1), G(La), and G(Lb) decays to GC-CT, the state
with the largest reorganization energy. After 250 fs, independ-
ently of the adopted solvation model, at least 50 % of the
population is on GC-CT. Even after 50 fs, the time window for
which our approach should be fully reliable (see below), the
simulations predict that the population of GC-CT is 0.3 ~ 0.4.

However, and this is one of the key results of our study, the
population transfer is less complete and occurs at a slower rate
than in the gas phase according to almost all the solvation
models, in line with the relative destabilization of GC-CT in
chloroform. At first sight, this is a surprising result. Though
chloroform is not very polar, an increase of the polarity of the
embedding medium is expected to stabilize a CT state, whose
population involves a large increase of the electric dipole
moment. On the other hand, its dipole moment is not the only
property determining solvent effect on a given excited state.
Solvent can change the excitation energies also by affecting the
energy of the MOs involved.[46] This effect can be particularly
meaningful for CT states, which involve MOs located on two
different moieties. As a consequence, a rather modest solvent
effect on the MOs of the bright states, which are located on the
same base, can translate into a more significant one for CT
states, as happens for GC.

At the standard LR-PCM level, when compared to the gas
phase, GC-CT is relatively destabilized by ~ 0.5 eV with respect
to the bright states, and it has been shown that this level of
calculation can capture solvent effects on the MOs.[46,47] On the
other hand, LR-PCM calculations can significantly underestimate
the solvent stabilization of CT states,[35,46,48,59] whose treatment
necessitates the inclusion of terms explicitly depending on the
excited state density, such as cLR-PCM or SS-PCM.[35,46,48,60] In
fact, at the cLR-PCM level, GC-CT is significantly stabilized but,
remarkably, it is still less stable than in the gas phase. The
stabilisation of the GC-CT state to a lower energy than in the
gas phase instead arises due to dynamical solvation effects, i. e.
the part of the solvation that takes a finite-time and depends
on the movement of the solvent molecules to go from a non-
equilibrium to equilibrium regime. With a continuum model,
this is easily shown (see SI Table S2 and surrounding text) by
the fact that at the equilibrium level (ruled by the static
dielectric constant) GC-CT is, largely, the most stable excited
state in the FC region.

Analogously, coherently with the timescale under investiga-
tion, within the explicit solvation models considered in this
work, we have not allowed the solvation shell to move and re-
orient according to the excited state density, and hence they
describe the non-equilibrium regime. Interestingly, the excited
state energies computed with explicit solvent models are
intermediate between those predicted by PCM and cLR-PCM.
The explicit solvation approaches also provide insights on the
role played by static disorder effects, i. e. those related to the
particular arrangement of the solvent molecules when GC is

excited. In fact, though the average picture provided by the 100
QD simulations is fairly similar (though not the same) to that of
the single QD result with LR-PCM parameters, the predictions of
the single simulations exhibit dramatic differences, with many
simulations indicating a quantitative transfer to GC-CT and
several for which no transfer occurs. As discussed in the
previous section, our analysis indicates that the energy of the
GC-CT state is sensitive to the HB arrangement of the chloro-
form molecules.

Moreover, we have shown that the energy gap between
GC-CT and the bright states linearly depends on the difference
between the solute/solvent electrostatic interaction energy in
the ground and in the CT state. Since the bright states are less
sensitive to the particular arrangement of the solvent mole-
cules, the CT population is essentially ruled by the CT energy at
different snapshots. This can be easily estimated by a simple
electrostatic calculation, without resorting to expensive QD
simulation. In other words, once the trends shown in Figure 8
and Figure 10 have been established, even based on a relatively
small number of QD propagations, it is possible to ‘predict’ if
the transfer to GC-CT occurs, only by processing the MD
simulations. In principle, this procedure could be easily
extended to the study of other MCs, to rationalize and/or
predict the extent of CT population, at a reasonable computa-
tional cost, provided that these systems are in strong CT driving
force regime. More precisely, we can define this regime as the
case when the bright-CT electronic coupling is similar to or
greater than the excitonic coupling, and the CT reorganisation
energy is greater than that of the bright state. To confirm this
hypothesis, we plan to perform further tests in this direction in
the near future on different MCs. We note that more
sophisticated treatments of the electrostatic effects are
possible,[61] and recent work has demonstrated their ability to
calculate CT energies for a perylene diimide system.[62]

Despite its focus on the ultrafast part of the photoactivated
dynamics and the lack of the PT reactive channel, our
simulations provide useful indications for the interpretation of
the time resolved experiments on GC in chloroform.[23] Indeed,
the population of GC-CT is a necessary step for the occurrence
of PCET.[14] In this respect, our calculations confirm that in
chloroform the population of GC-CT is effective and very fast, in
line with the very fast appearance of transient absorption
spectra spectra typical for the G*+ cation or G� H* radicals.[23]

Assigning this transient spectra to the G� H* radical, it has been
proposed that within 40 fs �60 % of the photoexcited state
population has undergone a PT reaction.[23] Our simulations cast
some doubts about this conclusion, because on that time scale
the population of GC-CT is too small. It is possible that the high
similarity between the absorption spectra of G*+ and G� H*,[63,64]

especially when bonded to C,[65] makes it difficult to discrim-
inate between these two species.

Our calculations also give account of the smaller yield for
the PCET reaction observed when exciting at 290 nm[15,23]

compared to exciting at 260 nm.[23] In fact, on the red tail of the
absorption band the relative contribution of C(ππ*1) is larger
and its population, according to our QD simulation, is trans-
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ferred to GC-CT less effectively than an initial population on G,
prevalent for an excitation at 260 nm.

Conclusions

In this study, we simulate, at a full QD level, the ultrafast
photoactivated dynamics of GC pairs in chloroform solution,
exploiting our recently developed FrD-LVC model, the ML–
MCTDH propagation method, and comparing several different
solvation models, both explicit and implicit. We predict that, on
average, ~ 50 % of the photoexcited population decays to the
G!C CT within 100 fs of the excitation. The population transfer
to GC-CT is larger and faster when exciting one of the two
excited states localized on G, and, therefore, will be larger closer
to the maximum of the absorption band and smaller in the red-
tail. Our predictions are thus consistent with the available
experimental results in chloroform,[23] which shows that the
signature of PCET processes (triggered by GC-CT population) is
less effective when exciting in the red-wing of the absorption
tail.[15,23]

A quite remarkable result we get is that the population of
GC-CT is significantly less effective in chloroform than in the gas
phase.[36] Although a strong increase of the dipole moment is
associated to the CT transition, in the ultrafast time scale when
the solvent molecules have no time to move, GC-CT is relatively
more stable in the gas phase, where it is the lowest energy S1

excited state,[36] rather than S3 or S4 in chloroform. This result is
explained by the effect that bulk solvation has on the energy of
the frontier orbitals of the GC pair. Full equilibration of solvent
degrees of freedom, which would strongly stabilize GC-CT,
requires a finite time of a few ps,[54] longer than that here
investigated. However, even if GC-CT is not the most stable
excited state in the FC region, it is populated within 50 fs.
Indeed, GC-CT has a large coupling to the bright states
(especially those of G), and it is the state with the largest
reorganization energy, i. e. its minimum is very stable. Indeed,
the reorganization energy of the excited states localized on the
monomers is decreased by the localization of HOMO and LUMO
on the same ring. As a consequence, any geometry distortion
driven by the excitation in a given bond is limited by ‘intrinsic’
restraints induced by the other bonds. In the minimum of GC-
CT, the structure of G and C can evolve ‘independently’ to that
of G+ and C–, strongly stabilizing the resulting minimum.

Our simulations using explicit solvation models show that
static disorder effects, i. e. the fact solvent can be in many
different configurations when photoexcitation takes place,
strongly modulate the CT processes. By using the same
electronic and solvation models, we observe that the popula-
tion of GC-CT can vary from ~ 1 to ~ 0, depending on the
instantaneous solvent configuration. Interestingly, analysis of
these simulations point out the possibility to make a simple
estimation of the extent of the transfer to GC-CT. Indeed, we
have shown that GC-CT can be predicted to be populated
based only on its energy in the FC region. There is a well
defined window of the energy gap of the GC-CT state with
respect to the bright ones, for which the CT can occur.

Furthermore, we have also shown that a simple correlation
exists between the energy of GC-CT and the solute/solvent
electrostatic interactions.

From the methodological point of view we have shown that
the “static disorder approach” can be nowadays routinely
applied to confidently study the solvent effect on ultrafast (50 ~
100 fs) nonadiabatic quantum dynamics also for systems as
complex as the GC basepair in condensed phase. This achieve-
ment is thanks to the effectiveness of LVC parameterizations
and ML–MCTDH propagations. It should be noted, however,
that as we only update the zero-order elements of our
Hamiltonian with the static disorder effects, we do not consider
that different configurations could give rise to different excited
state reorganisation energies, which could perturb the linear
relationship we observe between solute/solvent electrostatics
and CT energy. However, such an effect will also surely be
correlated with longer time dynamical solvation effects when
the motion of the solvent is coupled with the solute vibronic
wavepacket. The design of reliable and effective approaches for
this task is an open challenge,[28] although some of us[29] and
others[30,32,66,67] have made progress in this direction. Although
all the adopted solvation models provide the same qualitative
indications, i. e. that the ultrafast population transfer to GC-CT
in chloroform is smaller than in the gas phase, significant
quantitative differences are observed. On average, PCM calcu-
lations significantly disfavour the population of GC-CT, when
compared to the average predictions obtained by explicit
simulations. This result confirms that LR-PCM is not suitable to
describe excited electronic states involving a large change in
the electron density, such as those with significant CT
character.[46–48,68] It is clear that explicit solvation models are
more suitable to describe disorder effects, and, eventually, the
dynamical coupling between solute and solvent degrees of
freedom. In this case, our study further highlights the
importance of basing any conclusion on meaningful statistical
sampling of the trajectories. Indeed, the ‘average’ dynamical
picture provided by our simulation can be very different with
respect to that provided by a single trajectory. The differences
between FrzGC QMchl and FrzGC MMchl predictions highlight that
the treatment of mutual solute/solvent polarization can also be
important, particularly when one considers strongly hydrogen
bonding/more polar solvents and close lying electronic states.
Addressing these effects, for instance with polarizable force
fields, in combination with nonadiabatic dynamics gives rise to
a number of open questions discussed for instance in Ref. [69].
In future studies, we shall further explore the potentialities of
mixed QM/MM approaches and, also, mixed implicit/explicit
solvation models to describe the photoactivated dynamics in
solution.

It should be mentioned that alternative vibronic models
with treatment of solvent in a system-bath picture have been
proposed in the literature. They are based on the definition of
spectral densities obtained from a Fourier transform of the
fluctuations of the energy gap between the adiabatic excited
and the ground state during a long MD run. This approach is
very powerful for weakly-coupled chromophores or when the
electronic character of the target excited state does not change
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during the MD sampling. This is not the case for strongly
coupled systems like GC. For these cases, such a procedure
should be generalized by combining it with a suitable
diabatization technique. To the best of our knowledge this has
been done only in one study, dealing with the coupling of only
two excited states, one bright and the other dark.[70] In the
future it could be interesting to test this approach with more
general diabatization schemes, like the maximum-overlap one
adopted here.

Our analysis also provides useful information not only for
the interpretation of the experimental studies on GC, but also
some general insights on the effect of the solvent on the
population of ‘dark’ CT states from the bright, spectroscopic
states. This is a key step in many processes of biological and
technological interest, such as in light harvesting complexes
where the electrostatic effects of surrounding protein could
influence the energy and directionality of CT states,[6] or in
organic photovoltaic devices, where the offset between photo-
excitation and CT energy at the donor:acceptor interface can
play a key role in device efficiency.[71] Within a regime in which
a CT state has an electronic coupling to a bright state similar to
or greater than an excitonic coupling, and large reorganisation
energy, we have found that the population of the CT state, at
least in the ultrafast time scale, is mainly ruled by the energy
gap between CT and bright states. This gap, in turn, is
determined by the electrostatic interactions with the surround-
ing solvent molecules, and we have observed remarkable
differences in energy between the most and least stable
configurations at the FC point of ~ 1 eV. It is therefore possible
to conceive a fast computational route to predict the interplay
between bright and CT states based on a limited number of
‘computationally expensive’ excited state dynamics simulations
and large number of ‘simple’ electrostatic calculations. Of
course, this simplified picture is expected to be valid only when
intra-molecular vibrations have a limited effect on the inter-
monomer electronic couplings. When this is not the case,
especially when looking for a reliable description on a time
scale �50 fs, an explicit treatment of the dynamical coupling
between solute and solvent degrees of freedom is necessary,
and we will proceed in this direction in future studies, tackling
also the description of the PT reaction.
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