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A B S T R A C T   

The world today faces a new challenge that is unprecedented in the last 100 years. The emergence of a new 
coronavirus has led to a human catastrophe. Scientists in various sciences have been looking for solutions to this 
problem so far. In addition to general vaccination, maintaining social distance and adherence to government 
guidelines on safety precaution measures are the most well-known strategies to prevent COVID-19 infection. In 
this research, we tried to examine the symptoms of COVID-19 cases through different supervised machine 
learning methods. We solved the class imbalance problem using the synthetic minority over-sampling (SMOTE) 
method and then developed some classification models to predict the outcome of COVID-19 cases (recovery or 
death). Besides, we implemented a rule-based technique to identify different combinations of variables with 
specific ranges of their values that together affect disease severity. Our results showed that the random forest 
model with 95.6% accuracy, 97.1% sensitivity, 94.0% specification, 94.4% precision, 95.8% F-score, and 99.3% 
AUC-score outperforms state-of-the-art classification models. Finally, we identified the most significant rules that 
state various combinations of 6 features in certain ranges of their values lead to patients’ recovery with a 
confidence value of 90%. In conclusion, the classification results in this study show better performance than 
recent studies, and the extracted rules help physicians consider other important factors to improve health ser-
vices and medical decision-making for different groups of COVID-19 patients.   

1. Introduction 

In late 2019, the world suffered a great menace that influenced all 
viewpoints of human life. A new type of coronavirus has appeared in 
Wuhan, China [1]. The virus causes lung infection and has a very high 
rate of transmission [2]. Finally, with the extent of the virus in many 
countries, the World Health Organization on March 11, 2020, 
announced the prevalence of novel coronavirus as a fatal pandemic [3]. 

There are various types of coronaviruses in the world. Acute Respi-
ratory Syndrome and Middle East Respiratory Syndrome are the most 
famous of these viruses [4]. The recently recognized virus is called 
SARS-COV-2 and is the object of COVID-19 disease [4]. 

Several efficient COVID-19 vaccines have been produced by well- 
known companies around the world so far. But, masking, adherence to 
government guidelines on safety precaution measures, and social 
distancing are still the three most effective actions in preventing COVID- 
19 [4]. However, computer science applications are an effective way to 
help physicians cope with coronavirus and improve hospital care. These 
applications generally include machine learning and deep learning 

techniques that are used to detect the patients with the disease or 
mathematical modeling and social network analysis (SNA) approaches 
to forecast the pattern of disease outbreaks. For example, regression and 
susceptible-exposed-infected-recovered (SEIR) analysis have been 
applied to predict the future prevalence of the disease [5]. Gene 
expression programming (GEP) and genetic algorithm (GA) were uti-
lized to optimize the diameter of Nylon-6,6 nanofibers for coronavirus 
face masks [6]. Furthermore, some techniques based on mathematical 
modeling have been developed to forecast the spread rate of the disease 
[7–9]. Today, in addition to short-term estimating of the prevalence 
pattern and assessing the risk of infection with the COVID-19 [10,11], 
real-time applications are increasing in various fields of medicine, such 
as the diagnosis of cardiac arrhythmias [12]. Also, the social network 
analysis [13,14] and the partial correlation coefficients [15] approaches 
have been used to recognize high-risk areas of the disease and identify 
effective climatology factors on the prevalence of COVID-19, respec-
tively. As a last attempt, researchers have employed different deep 
learning methods to distinguish positive cases based on chest X-ray and 
CT-Scan images [16–23]. However, although deep artificial neural 
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networks have a high capability in processing image and audio data, 
these methods greatly increase computational costs [23]. 

The previously presented methods in diagnosing the outcome of 
COVID_19 cases suffer from two problems. First, the model evaluation 
measures in this research show the relatively low performance of the 
classification models. Second, they do not provide any knowledge about 
the signs and characteristics of different groups of patients. 

In this study, the aim is to address the problem of previous studies by 
enhancing the classification performance metrics and identifying 
important rules (participation of variables) that determine the outcome 
of patients infected with COVID-19. So, the main purpose of this study is 
to reduce COVID-19 mortality by improving medical decision-making. 
For this purpose, supervised machine learning methods are imple-
mented to predict the outcome of COVID-19 cases (recovery or death) and 
identify the factors that have the greatest impact on their outcome. We 
trained decision tree, random forest, support vector machine (SVM), 
logistic regression, and k nearest neighbor (KNN) classification algo-
rithms to diagnose death or recovery data classes. Our random forest 
model presented superior performance in predicting the outcome of 
patients infected with novel coronavirus than previous approaches. In 
the second part of the research, we identified the most important rules 
governing the set of COVID-19 symptoms through a rule-based tech-
nique. The discovered rules define various combinations of several 
important characteristics with a range of their values, which together 
determine the outcome of patients with more than 90% confidence. It 
helps physicians provide appropriate medical care for high-risk groups 
of patients. 

In the next sections of the research, we first report the study area and 
collected data. After that, we describe the data preprocessing and 
developed models in the processing subsections. We explain our findings 
in the results section. Then we discuss different techniques, their results, 
and research applications. Finally, in the conclusion section, we state the 
goal of the research, our findings, limitations, and several suggestions 
for future works. 

1.1. Related works 

With the advent of the COVID-19 pandemic, artificial intelligence- 
based technologies helped humans in various areas of personal and 
public health. Utilizing these technologies has helped physicians and 
nurses improve patient services and facilitated efforts to find effective 
ways to combat the COVID-19 infection [25]. Most researches in this 
area focus on forecasting the number of infected cases, recoveries, or 
deaths [26–35]. 

Davoudi et al. [36] investigated the effect of three different types of 
statins on the severity of COVID-19 infection and then diagnosed the 
disease severity using machine learning methods. The results of research 
in the first step showed that the severity of the disease is lower for pa-
tients who took Simvastatin before infection. In addition, the re-
searchers claimed in the second step that the decision tree classifier with 
87.9% accuracy outperformed other classification models in diagnosing 
disease severity. 

Sharifi et al. [37] studied the effects of the COVID-19 pandemic on 
several areas of society. The researchers used digital and artificial in-
telligence to measure the effects of the novel coronavirus on energy, 
industry, and medicine areas. The results showed the effect of the new 
coronavirus pandemic on energy-related industries and confirmed that 
renewable energies are significantly effective in reducing the destructive 
consequences of SARS-COV-2. 

In [38], researchers presented a new version of the hybrid salp 
swarm (HSS) and genetic algorithms to improve nursing services during 
the COVID-19 pandemic. The authors claimed that the proposed algo-
rithms are well able to address the nurses’ scheduling and designation 
problems and perform better than the proposed state-of-the-art 
methods. 

Researchers in Ref. [39] first developed the generalized logistic 

growth model (GML) to simulate the novel coronavirus sub-pandemic 
waves in Iran and then estimated the risk of inter-provincial travel in 
the prevalence of the COVID-19 disease. The results revealed that the 
GML model can well simulate the trend of two, three, and four waves. In 
addition, the results indicated that traveling between small cities and the 
capital of Iran significantly increases the risk of disease infection. 

In another study, researchers examined the relationship between the 
sunspots number and the emergence of new viruses in the world. The 
researchers smoothed the sunspot cycle using a wavelet analysis method 
to examine the history of previous pandemics, predict the time of 
emergence of the new unknown virus, and identify high-risk 
geographical points for virus outbreak. The results confirmed that 
there is a significant relationship between the occurrence of the previous 
pandemics and the extrema of the sunspot number. In addition, the 
multi-step autoregression (MSAR) model estimated about 110 years for 
the emergence of a new pandemic [40]. 

The supervised machine learning applications are extensive in 
various fields of medicine. The researchers in Ref. [41] used decision 
tree, logistic regression, and support vector machine classifiers to di-
agnose pneumonia in limited resource and community settings. First, 
the researchers identified six essential features using a feature selection 
technique and then trained the learning models using 4500 cases. The 
test results showed that the decision tree model with an AUC of 93% 
recorded better performance than other models. 

In [42], the researchers used a combined method involving super-
vised machine learning to identify an effective drug against coronavirus 
infection. Researchers used FDA-approved drugs, natural datasets in the 
literature, and zinc database to develop chemical libraries. These 
chemical libraries were used to select compounds interacting with target 
proteins of the COVID-19 infection such as spike and nucleocapsid 
proteins. The results suggest some approved drugs against hepatitis C 
virus, cancer, and ssRNA virus as candidate compounds to fight the 
novel coronavirus. 

Lybarger et al. [43] developed an automated span-based framework 
for extracting events from the COVID-19 clinical text notes. Text data 
includes 1472 notes of symptoms, tests, and diagnoses provided by 
various patients. This research consists of two stages: 1. Construct and 
train the event extraction model, and 2. Predict the COVID-19 test re-
sults. The proposed framework predicted the symptom and assertion 
with high performance and outperformed the similar extractor devel-
oped on MetaMapLite for event extraction. In addition, the results 
showed that the extracted symptom annotations significantly improved 
the prediction performance on the structured data. 

Today, a large amount of unstructured, structured, and semi- 
structured data is generated from various sources. Collecting, inte-
grating, storing, and processing this amount of data with traditional data 
processing technologies is very time-consuming and expensive. So, it has 
led to the development of a new generation of big data processing 
technologies [12]. On the other hand, researchers have developed 
various feature extraction algorithms to reduce the dimension of big 
data, which significantly reduces computational and spatial costs [44]. 
Microarray data is a type of high-dimensional data generated by 
microarray technology to evaluate the manifestation level of genes [45]. 
Reducing the dimension of microarray data is critical for gene expres-
sion because it is hard to discover knowledge and identify hidden pat-
terns from a large number of extracted genes [45]. 

In the new approaches proposed to reduce the dimension of micro-
array data, researchers developed a solution for selecting the optimal 
features of the microarray data. The proposed approach consists of two 
steps: 1. features extraction based on independent component analysis 
(ICA) method, and 2. selecting the optimal set of genes based on artifi-
cial bee colony (ABC) theory. The authors claimed that the proposed 
method reveals superior performance than the state-of-the-art ap-
proaches developed for selecting optimal genes from microarray data for 
the Naïve Bayes [46] and artificial neural network [47] classification 
methods. 
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2. Method and materials 

2.1. Experiment data 

We gathered data through interviews, questionnaires, and medical 
records of patients with COVID-19 admitted to Saveh Medical Center 
(SMC) in Iran during the year 2020. The research data contained 1,142 
samples with 39 features per case. Some important features include age, 
sex, hospital unit, breathing conditions, fever, cough, different under-
lying diseases, the length of hospitalization, blood rate oxygen, intuba-
tion, and death or recovery class labels. In Table 1, we provided a 
detailed description and possible values of some important variables in 
this study. We picked out the most important attributes using a filter- 
based feature selection (extra-tree) method in the preprocessing stage. 
Besides, our data included 1131, and 111 recovered and died cases, 
respectively. Accordingly, our data suffered from a class imbalanced 
problem, which can affect learning models. 

2.2. Data visualization 

A useful tool for revealing hidden statistical properties in a dataset is 
data visualization. We visualize the data with different categorizes of 
visualization plots. Fig. 1 shows the age distribution of patients relative 
to hospital duration and the sex of patients based on their outcome 
(death or recovery), respectively. As can be seen, most of the patients 
were hospitalized for 1–10 days, and the number of patients who died 
(blue spots) was more than 60 years old (Fig. 1a). On the other hand, 
according to Fig. 1 b, the number of male patients (value 2) in this study 
is more than female patients (value 1). Furthermore, the mortality rate is 
almost the same among both sexes. 

A useful way to explore the different characteristics of patients 
relative to each other is to present data with a bar plot. The bar diagram 
indicates the values assigned to the variables of a particular case. It also 
makes it possible to visually compare the variables of two or more 
samples based on the same variable. Fig. 2 represents the intubation, 
hospital section, blood oxygen level, and class label variables of some 
patients toward their age. 

Visualization also provides a way to show the rate of change in the 
values of different features relative to each other. The line chart is the 
tool used for this purpose. The line chart in Fig. 3 shows the rate of 
change in intubation, hospital ward, blood oxygen level (ratePo2), and 

class label (death) characteristics for 50 COVID-19 cases. 
Finally, we divide the data into separate sections using a facet chart 

and display it as a single plot. The facet chart in this study (Fig. 4) di-
vides the data set into two subsets based on the class labels and shows 
the age distribution of patients in each subset. Accordingly, the highest 
age recurrence is 40 years in the recovered patients set and 80 years in 
the set of cases who died of infection. 

2.3. Data pre-processing 

In data analysis applications, data should be preprocessed before 
training the models. In this research, the preprocessing stage includes 
removing outliers, replacing null values, solving the class imbalance 
problem, feature selection, and random shuffle sampling. The output of 
the preprocessing step is a set of data that is acceptably empty of 
redundancy. It has a significant impact on improving the performance of 
learning models [24]. Additionally, preprocessing steps may require 
data sampling and normalization based on the learning method. The 
pre-processed data then enters the processing stage to train machine 
learning models. Fig. 5 shows an overview of the methodology used in 
this research. 

In this study, null values in all variables are replaced with the mean 
value of that variable. It assures that the learning model does not tend to 
a specific value in a variable. Moreover, the K-means clustering method 
was applied to discover outliers in the data. The K-means clustering 
suggests data points as outliers that are further away from cluster centers 
than other points. 

2.3.1. Feature selection 
The purpose of feature selection is to find an optimal subset of 

characteristics by eliminating unrelated variables in the research data. 
So, it leads to advancing the model performance results and reduces 
computational complexity [48]. The most well-known methods for 
picking out features are Filter, Wrappers, and Embedded procedures 
[48]. The filter method does attribute ranking independent of the 
learning algorithm. Feature ranking describes the degree of influence of 
a feature in separating data classes [48]. 

In this study, we used filter-based extra tree classifier to select the ten 
most important variables in predicting the death or recovery classes of 
COVID-19 patients (Fig. 6). The extra tree is an ensemble and majority- 
vote-based classifier that employs a set of decision trees to distinguish 
class labels [49]. Fig. 6 presents the most relevant features to train the 
learning models. According to this figure, intubation, age, and the 
number of hospitalization days are the most effective properties to 
determine class labels, respectively. 

Table 1 
Definition and possible values of significant characteristics in this study.  

Variable Description 

Age Patient’s age 
Intubation 1; patient has undergone intubation, 2; patient has not 

undergone intubation. 
Fever, cough, headache, 

chest pain 
0 stands for absence of symptom, and 1 stands for 
presence of the symptom. 

Contact coronavirus 0; no history of contact with COVID-19 cases, 1; 
history of contact with COVID-19 cases. 

Section of hospital the ward where the patient has been hospitalized. 1; 
regular ward, 2; intensive care unit, 3; no 
hospitalization. 

Presence of underlying 
diseases 

0 stands for absence of underlying diseases, and 1 
stands for presence of the underlying diseases. 

Rate of partial pressure of 
oxygen, Po2 

0; PO2 levels are greater than 93, 2; PO2 levels are less 
than 93. 

Shortness of breath 0 stands for absence of symptom, and 1 stands for 
presence of the symptom. 

Hospital duration number of hospitalization days. 
Result PCR 0; negative for COVID-19, 1; positive for COVID-19, 3; 

test result is pending. 
Condition entering the 

hospital 
0; sever, 1; mild 

CT scan manifestation 1; CT scan results for COVID-19 are negative, 2; CT 
scan results for COVID-19 are positive. 

Death no; patient has recovered, yes; patient has died.  

Fig. 1. Scatter plot of the age of patients relative to their (a) sex and (b) hos-
pital duration based on death or recovery class labels. 
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2.3.2. Balancing class labels 
The class imbalance problem is a common problem in supervised 

feature learning. Class imbalance indicates that the number of data 
samples with different labels is not balanced. It can greatly affect the 
prediction results. If the number of a particular label in a data set is very 
different from other labels, the data suffer from the class imbalance 
problem. Therefore, it is necessary to solve this problem, otherwise, the 
classification results will not be sufficiently reliable. 

Conventional methods for solving the class imbalance problem are 
based on Over-sampling or Under-sampling approaches. The over- 
sampling methods balance class labels by replicating minority class 
samples. The under-sampling methods, on the other hand, balance class 
labels by eliminating some majority class samples. 

In this study, the cases who died of COVID-19 or recovered from the 
disease constitute 9.8% and 90.2% of the data samples, respectively. 

Therefore, data classes are imbalanced in our research. So, we used the 
SMOTE [50] method to solve the class imbalance problem. The SMOTE 
algorithm is a method based on a data Over-sampling approach that 
incorporates the minority class samples to create new cases instead of 
duplicating them. This technique first randomly selects a sample from 
the minority class set and finds its best K nearest neighbor by the 
Euclidean distance measure. Then randomly selects some cases from its 
neighbors and generates a new synthetic sample by the selected samples 
[50]. This process is repeated for all the minority class samples until the 
number of the minority class cases equals the majority class cases. 
Equation (1) shows a way of combining samples in the SMOTE algorithm 
[50]. While Xn is the new sample, X is the sample selected from the 
minority class sample, and Xk is the sample selected from the neighbors 
set. Plus, the rand function generates a random number between zero 
and one. 

Xn =X ​ + ​ rand(0 ​ ‚ ​ 1)* ​ |X ​ − ​ Xk| (1) 

By solving the class imbalance problem in this study, the number of 
cases who died of new coronavirus (minority class) increased from 111 
to 1131 cases, equal to recovered cases (majority class). Table 2 shows 
the number of patients belonging to each class label in this research after 
applying the SMOTE algorithm and dividing the data into a train and 
test set. We used the random shuffle strategy to randomize the samples, 
then applied the non-probable top-down sampling method to break 
down the dataset into train and test sets. We repeated this process 
several times and evaluated the classifier performance measures using 
the different numbers of the test samples. Accordingly, the models 
showed their best performance using 30% of test cases and 70% of train 
samples. 

Fig. 2. Bar chart of Intubation, hospital unit, rate Po2, and the class features of the patients based on their age.  

Fig. 3. Line chart of intubation, hospital ward, blood oxygen level, and class 
label variables for 50 COVID-19 cases. 

Fig. 4. Facet chart of the age distribution of patients based on different class labels.  
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2.4. Processing 

In this stage, we train and test classification models using pre-
processed data. In the literature, researchers have proposed many ma-
chine learning approaches for different artificial intelligence 
applications. Supervised, unsupervised, and semi-supervised feature 
learning approaches are the well-known machine learning categories 
[24]. 

The supervised machine learning methods can utilize what they have 
seen in the past to foretell the future. In these methods, the data set is 
divided into two train and test data sets. In the training phase, the model 
learns how to separate class labels (supervised learning), and in the 
testing phase, we evaluate how well the model can recognize the class of 
the samples [24]. 

2.4.1. Classification 
Several classification models were developed for supervised feature 

learning to diagnose the outcome of patients infected with the corona-
virus in this study. These learning models include decision tree, SVM, 
KNN, logistic regression, and random forest due to their low time 
complexity and high efficiency in classifying relational data. In the re-
sults section, the performance metrics of the models are detailed. 

2.4.2. Association rule mining 
Association rules extraction is a data mining operation that finds 

connections between the features of a data set [24]. In other words, 
association analysis is the study of features or characteristics that are 
related to each other and tries to extract rules from these features. This 
method seeks to discover rules to quantify the relationship between two 
or more properties [24]. Association rules are defined as if and then with 
two indices of Support and Confidence [24]. 

In this research, the aim is to determine rules for predicting the novel 
coronavirus behavior in different patients. In the next section, we 
describe the concepts needed to derive the rules that may not be familiar 
to the readers. 

Important definition: Suppose that I = [I1, I2, …, Im] is the set of 
total features available in the data set. Each subset of I is called a 
transaction, denoted by T, and D is the set of transactions in T. Then an 
association rule is shown as follows: 

X→Y {Support, Confidence} So that, X⊂I ​ ‚ ​ Y⊂ ​ I ​ ‚ ​ X ∩ Y = ∅ . 
Support: Indicates the percentage or number of D transactions that 

include both X and Y. 
Confidence: Expresses the dependence of a particular feature on 

another feature and is calculated as Equation (2). 
Strong rules: Strong rules are rules that have greater support and 

confidence than the determined threshold. In association rules analysis, 
the goal is to find and extract these strong rules. 

Confidence(X ​ ‚ ​ Y)=
support(X ∪ Y)

support(X)
(2) 

Lift index: Lift index is a measure for evaluating association rules and 
shows the attractiveness of a rule [34], which is calculated as Equation 
(3). 

Lift(X → Y)=
support(X ∪ Y)

support(X).support(Y)
(3) 

According to Equation (3), if the lift index for a rule is less (or 
greater) than one, then there is a negative (or positive) dependency 
between X and Y in the X → Y condition. 

Many algorithms have been proposed to extract strong rules in the 
literature. One of the most widely used methods in this field is the 
Apriori algorithm, which has lower computational complexity than 
other methods [24]. We have used the Apriori algorithm with 30% and 
90% support and confidence thresholds, respectively, to extract strong 
rules from the symptoms of COVID-19 disease in determining the 

Fig. 5. The block diagram of the research methodology.  

Fig. 6. Top 10 influence attributes selected using the filter-based technique.  

Table 2 
Number of samples in different classes in the train and test data set.  

Data set Recovery class samples Death class samples Total sample 

Train (70%) 729 714 1443 
Test (30%) 302 317 619 
All 1031 1031 2062  
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outcome of infected patients. The extracted rules that meet all the 
defined conditions include 269 rules. Figs. 7 and 8 show the scatter 
diagram and the grouped matrix of the extracted rules, respectively. The 
higher color intensity in Fig. 7 indicates a higher degree of confidence 
(close to one). But, the higher color intensity in Fig. 8 represents the lift 
value, and the node size describes the support value. The matrix ele-
ments in Fig. 8 show the symptoms of COVID-19 cases with specific 
intervals that lead to the patient’s recovery or death. Although all 269 
rules are important, the rules filtered in Fig. 7 (top left corner) are more 
important than the rest of the rules because they have higher lift and 
confidence indices. In the next section, we will examine the ten most 
important of these rules in more detail and state what important factors 
together determine the outcome of infected patients with high 
confidence. 

2.5. Analysis environment 

Our system is supported by CPU 2.3Ghz (five-core), 6 gigabytes of 
RAM, and one terabyte of disk space to implement algorithms in this 
study. We implemented visualization, preprocessing, and classification 
steps with the Python programming language version 3.5. Also, we use R 
language version 3.5.1 to discover association rules due to its capability 
to display results. Finally, We used dplyr (version 1.0.7), ggplot2 
(version 3.3.5), plyr (version 1.8.6), kohonen (version 3.0.10), arules 
(version 1.7), and arulesVIZ (version 1.5-1) packages in the R statistical 
language, and pandas (version 1.3.5), matplotlib (version 3.5.1), sea-
born (version 0.11.2), numpy (version 1.0.7), Scikit-learn (version 
0.23.2), imblearn (version 0.8.1), collections (version 3.7.12), and yel-
lowbrick (version 1.3) packages in the Python language for statistical 
analysis, visualization, implementation of models, and validation of 
results. 

3. Result 

In this section, we present the research results for different methods 
separately. First, the classification performance metrics are computed in 
detail for each classification algorithm and compared with the results of 
previous studies. Second, different sets of symptoms and the range of 
their values that play a significant role in determining the outcome of 
COVID-19 patients are identified using the association rules mining 
technique. 

3.1. Classification performance 

We adjusted the classification models with different parameters, 
trained with 70% of the data samples, and tested with the remaining 
30%. The KNN model with parameter k = 3 and random forest model 
with 150 predictors recorded their best performance. To evaluate the 

classification performance of the models, we applied the model evalu-
ation metrics presented in Equations (4)–(8). In these equations, true 
positive (TP) represents positive samples that the model accurately 
predicts as positive. False positive (FP) shows negative samples that the 
model mistakenly classifies as positive. Also, true negative (TN) is the 
number of negative samples that the model correctly predicts as nega-
tive. Ultimately, false negative (FN) indicates cases that the model 
should predict positive but wrongly considers negative [24]. 

Confusion Matrix is a useful tool for examining the performance of 
classification models in recognizing data class labels. If the data samples 
are grouped into M classes (where M ≥ 2), the confusion matrix C will 
have at least M rows (actual value) and M columns (predicted value) for 
different class labels. In other words, a confusion matrix represents TP, 
FN, FP, and TN indexes for a classifier based on its observations. There 
may be additional rows or columns in the matrix to represent the sum of 
the samples or the percentage of recognition. Accordingly, Fig. 9 illus-
trates the confusion matrices of the classification models developed in 
this research. Besides, Table 3 provides the classification performance 
metrics derived from the confusion matrices in Fig. 9 for the different 
learning models. 

Accuracy :
TP + TN

TP + TN + FP + FN
(4)  

Precision :
TP

TP + FP
(5)  

Sensitivity :
TP

TP + FN
(6)  

Specificity :
TN

TN + FP
(7)  

F1 − score :
2(Precision * Sensitivity)
(Precision + Sensitivity)

(8) 

Fig. 10 displays the receiver operating characteristic (ROC) curve to 
compare the classification models. ROC curve is used to assess the per-
formance of two or more classification models in a two-class problem 
[24]. This curve compares the performance of the classifier based on the 
rate of changes between the proportion of positive samples that the 
model correctly detects positive (TPR) and the ratio of negative cases 
that the model mistakenly labeled as positive (FPR) in different parts of 
the test set [24]. Meanwhile, the area under the ROC curve (AUC) for 
each model demonstrates a degree of the accuracy of the model. The 
closer the AUC score is to one, the better the performance of the model in 
distinguishing between positive and negative cases. Therefore, a model 
is selected as the final model whose AUC score is close to one and higher 
than the AUC score of the other models [24]. According to Table 3, the 
highest AUC score belongs to the random forest model that confirms its 

Fig. 7. The association rules extracted with the expected conditions (support = 0.3, confidence = 0.9, lift> 1).  
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better performance than other models. So, the random forest classifier 
with 150 predictors is selected as the final model for outcome prediction 
of the COVID-19 cases. 

Finally, Table 4 compares the classification performance results of 
the random forest model in this research with the results of previous 
state-of-the-art studies. Based on data provided in Table 4, it is obvious 
that our model performs better in determining the outcome of corona-
virus patients than the previous researches. 

Fig. 8. Grouped matrix diagram of extracted association rules with expected conditions (support 0.3, confidence 0.9, lift> 1).  

Fig. 9. Confusion matrices of the models developed in this research.  

Table 3 
Classification performance results to diagnosis the outcome of COVID-19 cases.  

Model Acc 
(%) 

Pr 
(%) 

Se 
(%) 

Sp 
(%) 

F1_score 
(%) 

AUC_score 
(%) 

Decision tree 93.21 91.29 95.89 90.39 93.53 93.14 
SVM 87.07 86.23 88.95 85.09 87.57 95.66 
Knn 86.91 82.24 94.95 78.47 88.14 93.02 
Logistic 

Regression 
86.59 87.74 85.80 87.41 86.76 95.48 

Random forest 95.63 94.47 97.16 94.03 95.80 99.38  

Fig. 10. ROC curve to compare the performance of the models implemented in 
this research. 
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3.2. Association rules results 

In this study, we used association rules mining by the Apriori algo-
rithm to identify a set of symptoms that determine the outcome of 
COVID-19 patients with high confidence (0.9) and support (0.3). In each 
specific application, the rules generated are usually high. Therefore, we 
need to extract only the most essential rules that satisfy the value of the 
support and confidence thresholds, and the correlation between their 
items and their results is positive. We used the lift index to extract the 
ten most momentous rules in the data set by evaluating the relationship 
between the item(s) and the label of the rules. We visualized these rules 
with a parallel coordinates plot in Fig. 11. The vertical axis of the dia-
gram in Fig. 11 shows the set of items, and the horizontal axis represents 
the position of the items in different rules. According to the result, all the 
rules lead to the patient’s recovery (death = 1). In our data set, the class 
label (death) column with numbers 1 and 2 describes the cases who died 
of COVID-19 or recovered from it, respectively. Other items include 
hospital section, hospital duration, patient’s respiratory condition, the 
patient’s condition when visiting the hospital, blood oxygen level, need 
for a ventilator, and patient’s age, respectively. 

Before extracting the rules, the values of each attribute are dis-
cretized into different intervals. Each rule specifies the extent to which 
features can together determine the outcome of COVID-19 patients. In 
addition, it recognizes variables in which range of their values have the 
most occurring in the data set. The range [1,1.67) for the hospital sec-
tion indicates the high range of its values and, as mentioned previously, 
refers to the hospital wards where patients with usual symptoms are 
admitted. Also, the rules record that the number of hospitalization days 
with a range between 0 and 11 days has an effective role in determining 
the patient’s recovery. In this study, the set of values for lack of the 
patient’s shortness of breath and the patient’s shortness of breath is 
0 and 1, respectively. Shortness of breath (interval [0,0.5)) indicates 
lack of shortness of breath or mild shortness of breath in patients. The 

next feature is the patient’s condition when visiting the hospital. This 
feature with a value of zero describes the patients with normal condi-
tions, and a value of one expresses the patients with severe conditions. 
So, the rules indicate that patients recover in a critical condition (in-
terval [0.5,1]). This unusual situation in the rules occurs because almost 
all patients in our data set are hospitalized in unfavorable conditions. 
Blood oxygen level in patients is another feature that plays a significant 
role in their recovery. The higher the rate of pulmonary infection caused 
by the coronavirus, the lower the blood oxygen level in patients. In 
coronavirus, the values of 1 and 2 determine the oxygen level above 93% 
and less than 93%, respectively. As Fig. 11 shows, the oxygen level with 
intervals [1, 1.5) plays a substantial role in various rules. Moreover, the 
items that have been reviewed so far, the intubation feature is another 
essential feature that occupies a place in the set of rules. Intubation 
indicates whether a patient has needed a ventilator device or not. Pa-
tients who did not require intubation are marked with the number 2, 
otherwise, the value of the intubation variable is 1. Naturally, the rules 
indicate that intervals [1.5,2] are necessary for patients to recover 
because they do not need artificial respiration. Finally, the age property 
of patients as the last item is essential in determining the patient’s re-
covery. Patients between the ages of 25 and 50 are more likely to 
recover. 

Finally, it is principal to note that the extracted rules are one-sided. It 
means that although a combination of properties can result in the pa-
tient’s recovery with high confidence, a patient may have recovered but 
not meet any of the conditions set out in Fig. 11. In other words, the rules 
do not guarantee that a patient who is not covered by any of the rules 
will die. 

4. Discussion 

In this study, we employed machine learning techniques to evaluate 
the clinical symptoms of patients who died of COVID-19 or recovered 
from it. Machine learning techniques in this research mainly included 
supervised methods. Classifying patients based on two-class labels (re-
covery and death) and discovering association rule mining were two 
supervised methods used. 

One problem with data classification is the class imbalance problem. 
In this study, the initial number of patients who recovered from the 
infection or died of it was 1031 and 111 cases, respectively. So, our data 
suffered from the class imbalance problem. We used the SMOTE algo-
rithm to solve the problem by increasing the cases who died of infection. 
We then developed the decision tree, KNN, SVM, logistic regression, and 
random forest models with 70% of the train data and tested them with 
the remaining 30% samples. Our results showed that the random forest 
classifier with 95.63% accuracy, 94.47% precision, 97.16% sensitivity, 
94.03% specification, and 95.8% F1-score has better performance in 
diagnosing the outcome of COVID-19 patients than methods proposed in 
the recent studies (Table 4). 

Random forest is an ensemble classification method based on the 
majority vote and uses a combination of decision trees to classify data 
classes. Although it has a higher computational complexity, past re-
searches show that this classifier performs more beneficial than other 
classification models due to its ensemble nature. It can justify the higher 
performance of this model in this research. 

Also, we presented a rule-based approach to determine the sets of 
factors that together affect the outcome of patients. We set the support 
and confidence values to 30% and 90, respectively. The purpose of 
adopting a high threshold for support and confidence measures is to find 
the most valid rules. In the next step, we calculated the quality for all 
generated rules by the lift metric and represented the ten highest quality 
rules through a parallel coordination diagram (Fig. 11). All extracted 
rules were related to the recovered patients and did not provide 
knowledge about patients who died of infection. However, the high 
number of recovered cases confirms the produced rules because they 
follow more patterns in the data set. Accordingly, the rules tell us what 

Table 4 
Classification performance of the proposed method and comparison with state- 
of-the-art methods.  

Research Method Acc 
(%) 

Pr 
(%) 

Se 
(%) 

Sp 
(%) 

F1_score 
(%) 

An, Chansik, 
et al. [51] 

Linear SVM 91.9 25.6 92.0 91.8 40.0 

Chen et al. [52] Logistic 
Regression 

– – 91.4 76.0 – 

Chowdhury et al. 
[53] 

Nomogram – – 92.0 92.0 – 

Iwendi et al. [54] Random 
Forest 

94.0 100 75.0 – 86.0 

Sumayh S et al. 
[55] 

Random 
Forest 

95.2 95.0 94.9 93.6 95.5 

Mohammad and 
Mahdi [56] 

Neural 
Network 

89.9 93.6 87.7 93.2 90.5 

Rahila et al. [57] Bayes Net 89.0 – 92.6 86.0 – 
Proposed 

method 
Random 
Forest 

95.6 94.4 97.1 94.0 95.8  

Fig. 11. The ten most essential association rules were discovered in 
this research. 

S. Ilbeigipour and A. Albadvi                                                                                                                                                                                                                 



Informatics in Medicine Unlocked 30 (2022) 100933

9

symptoms and in what range of their values with high confidence will 
result in the patient’s recovery. The items that made up the most 
important rules were age, intubation, hospital section, breathing con-
dition, the patient condition when visiting the hospital, hospital dura-
tion, and blood oxygen rate. Different combinations of these attributes 
led to the production of various rules (Fig. 11). 

Finally, our results confirm the research presented in the past. Most 
studies have identified patients’ age as an essential factor in the outcome 
of coronavirus cases. According to the latest research, more than 70% of 
deaths in Iran are among people over 60 years old. Besides, our results 
present new information to physicians. For example, specialists should 
consider the value of clinical variables such as hospital duration, pa-
tient’s respiratory condition, hospital ward, and patient condition at the 
time of hospitalization as other important factors to improve treatment 
services for high-risk patients at different stages of patients’ treatment, 
in addition to the features identified in the past, such as age and un-
derlying diseases. 

4.1. Limitation 

This research faced some constraints. Our data lacked some of the 
pathological and neurological features of COVID-19 cases. A further 
variety of features may enhance the classification performance metrics. 
Besides, we considered ten features as the best attributes to improve 
reliability, so more variables will be investigated by raising this 
threshold. Besides, the deep learning-based methods could not be 
implemented on our data because they require a large amount of data for 
high-level performance and our research data did not provide this 
number of required samples. We can provide a Big Data framework by 
integrating a variety (Big Data feature) of data types such as CT-scan 
images and electrocardiogram (ECG) signals of COVID-19 patients to 
utilize deep neural networks. On the other hand, it significantly raises 
the computational costs of the operations. 

5. Conclusion 

We set a target to investigate different aspects of the new coronavirus 
using two supervised machine learning methods. We removed re-
dundancies from the data and solved the class imbalance problem, then 
developed different classification models to diagnose the outcome of 
COVID-19 cases. Our random forest model outperformed the previous 
state-of-the-art models in this area of study. Next, we developed a rule- 
based method to extract the essential association rules governing the 
COVID-19 cases. The rules identify various combinations of 6 features 
and the range of their values that specify the patient’s recovery with a 
confidence value of 90%. Accordingly, this study improved the classi-
fication performance metrics in detecting the outcome of COVID-19 
cases (recovery or death), identified the most effective sets of charac-
teristics and range of their values that together determine the outcome 
of COVID-19 patients, distinguished high-risk groups of patients in the 
early stages of the disease, and improved medical decision-making and 
health services by separating different groups of disease cases. 

Our results help health specialists consider other factors to enhance 
healthcare services for the COVID-19 patients. Specialists can handle 
different groups of patients by measuring the characteristics that have 
been identified as efficient in this research. It conclusively can help to 
decrease COVID-19 fatality. 
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