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A B S T R A C T   

The COVID-19 pandemic has become one of the biggest threats to the global healthcare system, creating an 
unprecedented condition worldwide. The necessity of rapid diagnosis calls for alternative methods to predict the 
condition of the patient, for which disease severity estimation on the basis of Lung Ultrasound (LUS) can be a 
safe, radiation-free, flexible, and favorable option. In this paper, a frame-based 4-score disease severity predic-
tion architecture is proposed with the integration of deep convolutional and recurrent neural networks to 
consider both spatial and temporal features of the LUS frames. The proposed convolutional neural network 
(CNN) architecture implements an autoencoder network and separable convolutional branches fused with a 
modified DenseNet-201 network to build a vigorous, noise-free classification model. A five-fold cross-validation 
scheme is performed to affirm the efficacy of the proposed network. In-depth result analysis shows a promising 
improvement in the classification performance by introducing the Long Short-Term Memory (LSTM) layers after 
the proposed CNN architecture by an average of 7 − 12%, which is approximately 17% more than the traditional 
DenseNet architecture alone. From an extensive analysis, it is found that the proposed end-to-end scheme is very 
effective in detecting COVID-19 severity scores from LUS images.   

1. Introduction 

Since the beginning of the Coronavirus Disease (COVID-19) 
outbreak, researchers are attempting to find an alternative method to 
detect COVID-19 rapidly apart from the reverse tran-
scription–polymerase chain reaction (RT-PCR) test, which is considered 
to be a gold-standard. The RT-PCR test is highly contingent upon the 
testing environment and sample collection procedures, and its testing 
capacity is limited [1,2]. Rapid testing is proved to be the most effective 
method to circumscribe the spread of this easily transmissible disease [3, 
4], which led researchers to search for a rapid diagnostic method. In this 
case, most of the past studies utilized mainly three types of radiological 
imaging techniques for COVID-19 detection, namely computed tomog-
raphy (CT) scan, X-Ray, and lung ultrasound (LUS). Apart from these 
three techniques, there are some other works, where a combination of 
wearable medical sensors for extracting physiological signals [5] is 
employed. Among the radiological imaging methods, the CT scan pro-
vides a three-dimensional view of the lungs and is capable of detecting 
the manifestations of COVID-19 at various stages of the disease 

progression [2,6]. However, the CT screening is costly and exposes pa-
tients to radiation, which could be deleterious for them to some extent in 
the future [7]. The X-Ray is another attractive method because of its 
flexibility, low cost, and comparatively quicker approach [8,9]. But the 
characteristics of the disease and its pulmonary consolidations at 
various stages are not clearly visible in the X-ray images, since they are 
low-resolution by nature and contain overlapping projections [2,10]. 
The ultrasound imaging provides clear and real-time views of lungs with 
no future health hazards and is more pragmatic due to its effective 
functionality in bedside treatment and day-to-day checkup. A compar-
ative performance analysis of COVID-19 detection by using the existing 
datasets of CT scan, X-ray, and ultrasound showed a superior detection 
performance in the case of LUS than that is obtained using CT scan or 
X-ray [11]. 

In literature, LUS imaging problems are mainly handled by the seg-
mentation approach, frame-based and video-grading methods to classify 
into desired categories. The LUS has long been used to detect respiratory 
syndromes, with a better result for pneumonia diagnosis than that is 
obtained by X-Rays as per visual inspection by the experts on the 
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respective fields [12]. After the outbreak of the COVID-19 pandemic, 
LUS has been appreciated as an effective visual-inspection based tech-
nique [13–15]. In particular, compared to the LUS based inspection, 
other techniques require larger use of tools and devices, which can lead 
to possible contamination and spread the disease [16]. Since the ultra-
sound dataset related to COVID-19 is severely limited and a considerable 
amount of annotated dataset is still publicly unavailable, very few 
research results have been reported so far on LUS considering the 
contemporary studies. Among them, in Refs. [7,17], LUS has been 
employed to detect specific patterns of the disease as well as the disease 
severity in terms of various scores. In this regard, both deep learning and 
machine learning techniques are implemented for automatic disease 
prediction in the current resource-con-strained environment. In Ref. [7], 
a frame-based classification architecture is introduced based on the 
spatial transformer network [18] to classify the disease severity into four 
scores ranging from 0 to 3. Apart from the classification, video-level 
grading and pathological artifact segmentation by stacking three 
models are performed there. On top of that, they published a subset of 
the dataset they utilized in the study, comprising a total of 60 videos, 
among which 58 videos are fully labeled at the frame level. In Ref. [17], 
an SVM-based classification model is proposed following the automatic 
localization of the pleural line by the hidden Markov Model and the 
Viterbi algorithm. Here, the authors utilized the dataset released by 
Ref. [7] and to deal with the limitation of available data, they limited the 
study on hospital-specific cases and deployed a machine learning model. 
Therefore, an efficient deep learning-based architecture for automatic 
disease severity prediction with satisfactory performance under the 
resource-constrained and hospital-independent environment to assist 
clinicians in the COVID-19 diagnosis process is still in great demand. 

In this study, a deep CNN is proposed to perform frame-based clas-
sification of the LUS images into four severity scores, followed by a 
recurrent neural network, Long Short-Term Memory (LSTM) that 
effectively handles the temporal features of the LUS videos. Apart from 
the spatial features between the frames in an LUS video, temporal fea-
tures are also present, which can be effectively handled by the proposed 
implementation of the LSTM network. The proposed CNN architecture is 
introduced by an autoencoder block and separable convolutional 
branches that adjoin the various parallel convolutional paths along with 
the DenseNet-201 network at different points to ensure noise-free, edge- 
dominant features for the classification task. The integration of LSTM 
layers after the proposed CNN block achieves a propitious increase in the 
4-score disease severity prediction performance. Expansive analysis 
along with the five-fold cross-validation at each of the stages is per-
formed to prove the potency of this study. All the codes and architec-
tures of this study are publicly available at: https://github.com/ank 
angd/HybridCovidLUS. 

2. Materials and methods 

2.1. Dataset 

In this paper, the Italian COVID-19 Lung Ultrasound DataBase 
(ICLUS-DB) [19] is utilized, which currently holds a total of 60 lung 
ultrasound (LUS) videos from 29 patients, accessible after the manual 
approval of the account request. Data came from different clinical cen-
ters of Italy: BresciaMed, Brescia (BS); Fondazione Policlinico Uni-
versitario A. Gemelli IRCCS, Rome (RM); Valle del Serchio General 
Hospital, Lucca (LU); Tione General Hospital, Tione (TN); and Fonda-
zione Policlinico Universitario San Matteo IRCCS, Pavia. Both linear and 
convex probes were used to acquire data following the acquisition 
protocol. Out of the 60 videos, 39 were acquired with convex probes, 
and the other 21 were acquired with a linear probe. Scores of the indi-
vidual frames have been taken from Ref. [7], where all the frames of 58 
videos (38 with a convex probe, 20 with a linear probe, comprises of a 
total of 14,311 frames) are scored based on a 4-level scoring system, 
ranging from 0 to 3, which can efficiently predict the condition of the 

patient in a rapid manner. Here 0 is the most healthy case, and in a 
declining manner 3 is the worst-case [14], which is proved to be an 
effective tool for adult respiratory distress syndrome (ARDS) affected 
people, and a potential substitute to the existing methods of COVID-19 
severity assessment [20]. 

The correctness of scoring is ensured by a 4-level process involving 
four master students with background knowledge on ultrasound, a Ph.D. 
student with LUS expertise, a biomedical engineer, and clinicians with 
10+ years of experience [7]. Throughout the study, training-testing is 
separately done on the images acquired from convex and linear probes, 
because images from these two sources are of different patterns and 
dimensions. Details of the dataset are provided in Table 1. As evident 
from the table, the proposed network has to deal with an imbalanced 
type of data on various categories, with a greater amount of data having 
score 0 and score 2 in linear and convex cases, respectively. 

2.2. Preprocessing 

In this study, frame-based disease severity prediction is performed, 
for which the first task is to extract the frames from the videos. The 
frames contain unwanted non-ultrasound white regions, which remain 
stationary during the continuous motion of the ultrasound video. The 
desired region can easily be extracted by eliminating the unwanted 
portions, and subsequently passed to the classification network. 

2.3. Proposed convolutional neural network 

In this paper, a novel classification network is introduced on the basis 
of a modified CNN adjoined to the second stage of LSTM to classify the 
given LUS image in one of the four severity scores between 0 and 3. The 
simplified pipeline of the proposed scheme is shown in Fig. 1. Here the 
top portion exhibits the proposed CNN stage, which consists of an 
autoencoder block passing vigorous features to the different convolu-
tional branches originating from the given LUS images and a block of 
separable convolutional branch to extract the edge-dominant features 
accordingly. Later, the images are passed to the LSTM block sequentially 
for each LUS video, as shown in the bottom region of Fig. 1, to perform 
the final predictions based on the joint weight vectors generated from 
the proposed CNN and LSTM blocks. 

In this study, the images are at first passed to an autoencoder block to 
reduce noise and therefore, pull out the robust features which identify 
the best discriminatory characteristics between the scores. The idea 
behind introducing an autoencoder section is to take input x ∈ [0, 1]d 

and map them into a latent representation y ∈ [0, 1]d
′

, where the map-
ping occurs through the function yi = s(Wxi + b). This hidden repre-
sentation is then mapped back into a reconstruction of the same shape as 
input x through zi = s(W′yi + b′

). Here s is a non-linear function e. g 
sigmoid function. The first part is known as the encoder and the latter 
one is the decoder. The parameters of this model are optimized in such a 
way that the average reconstruction error is minimized. In this paper, 
the input images are refined with the assistance of a denoising autoen-
coder [21], which drives the hidden layers to discover the significant 
features from any input image. The input image of size 128 × 128 × 3 is 
encoded into 16 × 16 × 8 size of feature maps which are the latent space 
representations of the input. This layer contains robust features of the 
image. These features are decoded serially with upsampling, and finally 
the reconstructed output of size 128 × 128 × 3 is achieved which is the 

Table 1 
Dataset used for this study.  

Type No. of Videos No. of Frames 

Score 0 Score 1 Score 2 Score 3 

Linear 20 1987 305 1365 958 
Convex 38 1953 1704 4481 1558  
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same size as the input. One of the major problems of using traditional 
autoencoder blocks is its nature of erasing the dominant features. In 
order to solve this problem, connections between encoded and decoded 
features are added through concatenation to preserve the ruling features 
and keep the resemblance between input and output in the same way as 
used in supervised segmentation networks, such as Fully Connected 
Network (FCN). The decoded part implemented in the study can be 
presented as: 

zi = s(W ′ zi− 1 + b′

) ⊕ yi, i = 1, 2, 3
where, z0 = y0

(1) 

Here, the symbol ⊕ is used to indicate concatenation. For a better 
understanding of the implementation details, referring to the autoen-
coder branch shown in Fig. 2 [top left corner], each step is explained 
hereafter. Prior to entering the autoencoder branch, a given input image 
of size 128 × 128 × 3 is convolved into a matrix of size 128× 128× 16, 
and the resulting image of size 128 × 128 × 16 is fed to the autoencoder 
branch. 

In the autoencoder branch shown in Fig. 2, the first three encoding 
operations generate the encoded feature matrix y0 of size 16× 16× 8 
(located at the middle of the figure), and then the next three decoding 
operations are performed. In order to get the first decoded output z1, 
z0 = y0 is used to generate s(W′z0 +b′

) that is then concatenated with y1. 
It is to be noted that for the encoding part, convolution and max-pooling 
operations are carried out; and for the decoding part, convolution and 
upsampling operations are performed (in Fig. 2, corresponding arrow-
heads are denoted). Following the convolution and upsampling opera-
tions, y0 is converted to a matrix of size 32 × 32 × 8 and then 
concatenated to the previously encoded branch y1, which is also of the 
same size (32× 32× 8). This process of convolution, upsampling, and 
concatenation is then repeated until a feature matrix of size 128× 128×
16 is obtained, as shown in Fig. 2. At the beginning stage of encoding, 
the filter size is changed to 16 instead of 8, which makes the matrix size 
128× 128× 16. The reconstructed output of size 128× 128× 3 is ob-
tained following the deconvolution. 

A loss function is required to minimize the reconstruction error. In 
this paper, the categorical cross-entropy loss function [22] is 

incorporated, which uses sigmoid/softmax as the activation function. 
The cross-entropy function is defined as: 

CE = −
∑N

i
ti log f (s)i (2)  

where N is the total number of classes, t is the respective label, and f(s) is 
the softmax function, defined as: 

f (s)i =
exp(si)

∑N
j exp

(
sj
) (3) 

For the autoencoder, the entropy function reduces into: 

LH(x, z) = −
∑N

k=1
[xk log(zk) + (1 − xk) log(1 − zk) ] (4) 

Apart from using the traditional autoencoder, a special type of 
convolution branch is introduced for classification purpose. In this CNN- 
based block, in place of using conventional CNN, depthwise separable 
convolution is utilized [23]. In the depthwise separable convolution, 
instead of using a single kernel of size 3× 3× 3, three separate kernels 
are used. Each kernel has a size of 3× 3× 1. Each kernel convolves with 
1 channel of the input layer. For an input of size M× N× 3, each of such 
convolution provides a map of size (M − 2)× (N − 2)× 1. Stacking 
these maps together, a (M − 2) × (N − 2) × 3 image is obtained. In the 
second step of the depthwise separable convolution, the 1 × 1 convo-
lution is applied with kernel size 1 × 1 × 3 to extend the depth. 
Convolving the (M − 2) × (N − 2) × 3 input image with each 1 × 1 × 3 
kernel provides a map of size (M − 2)× (N − 2)× 1. Thus, after 
applying K number of 1 × 1 convolutions, a layer with size 
(M − 2) × (N − 2) × K is obtained. As the separable convolution splits the 
convolution operation into depthwise convolution and pointwise 
convolution, the whole convolution operation takes lesser time than the 
time taken by the traditional convolution. This branch helps to gain 
some edge dominant features that can later be used for classification. As 
a result, some low-level features are extracted from the input image with 
separable convolution, and the Sobel kernel is used there. While the 
number of parameter is increasing due to several branches, it leads to 

Fig. 1. Pipeline of the proposed method. The ROI of the respective frames are passed into the proposed CNN block, which is then integrated with the LSTM blocks to 
make the final predictions into one of the four severity scores. 
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Fig. 2. Proposed deep CNN architecture.  
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overfitting. Hence, the depthwise separable convolution is necessary to 
adjust these parameters. 

Features from different stages of both the autoencoder branch and 
the separable convolution branch are extracted and passed to the main 
classification architecture. The input image is separated into several 
paths where features from the previous two branches are concatenated. 
The input image is again passed into the DenseNet-201 [24] which is the 
backbone of the proposed CNN. The output from this network is flat-
tened and features are added from the previous path. Finally, fully 
connected layers of size 128, 64, and 4 are assimilated to classify the 
images into 4 scores. A proper optimization is needed to minimize the 
loss function. Here categorical cross-entropy is utilized as a loss func-
tion, and Adam optimizer is used to minimize the loss. The proposed 
CNN is depicted in Fig. 2. 

2.4. Integrating the LSTM units 

Since an LUS video comprises a sequential representation of the lung 
images, it bears temporal features e. g motion information like other 
video recognition scenarios. A naive approach is to input stacks of im-
ages depending on their respective classes, and make predictions 
through performing the CNN alone. But this kind of approach tends to 
lose motion information. In this paper, the units of recurrent neural 
network architecture LSTM [25] are introduced, which utilize memory 
cells to store, modify, and access the internal state, and therefore 
discover the temporal information. Traditional CNN is sequence 
invariant whereas the recurrent neural network considers a sequence of 
frames by encapsulating the real-time temporal information that en-
hances the overall performance of the network. A standard recurrent 
neural network computes the hidden vector sequence h = (h1, h2,…….,

hT) and the output vector sequence y = (y1, y2,…….., yT) from an input 
sequence x = (x1,x2,…….,xT). 

ht = σ(Wihxt +Whhht− 1 + bh) (5)  

yt =Whoht + b0 (6)  

Where W denotes the weight matrices, b denotes the bias vectors, and σ 
is the hidden layer activation function. The LSTM architecture uses 
memory cells to store and output information, allowing it to better 
discover long-range temporal relationships which is highly reliable for 
long time dependencies. Each LSTM unit consists of three gates, namely 
input gate, forget gate, and output gate. A single LSTM unit is shown in 
the inset of Fig. 3. Here the cell captures the data over a certain time 
interval and the information flow is regulated by the other gates. The 
input gate adds information to the cell, the forget gate removes unnec-
essary information from the cell, and the output gate selectively chooses 
necessary information from the current cell [26]. The sigmoid (σ) and 
hyperbolic tangent (tanh) functions are used as the activation functions 
inside the unit cell, as shown in Fig. 2. Optimizing these three gates, the 
LSTM layers try to calculate one weight parameter which adds temporal 
information. In this paper, the LSTM takes input from the output of the 
proposed CNN layer at each consecutive video frame. The output from 
one LSTM layer is the input for the next layer. The output from the 
proposed CNN is refined forward through time and upwards through 
three layers of stacked LSTMs. A softmax layer is used for the normali-
zation of the probability vector for the four classes. 

If a single LUS frame is given, the proposed CNN weight will be 
dominant to predict the score. However, if a video is provided, the ef-
ficacy of the integrated CNN-LSTM weight will be able to predict the 
frames based on both sequential or temporal and spatial features with 
higher accuracy, as examined in the results section of this paper. 

3. Experimental results 

3.1. Training-testing strategy 

The dataset is split into train and test set separately for both convex 
and linear probes. On the given dataset, the 5-fold cross-validation 

Fig. 3. The block of LSTMs next to the proposed CNN 
block. The LSTM block consists of three types of 
gates, namely forget gate, input gate, and output gate. 
Collectively, they decide which information is rele-
vant from the input data and updates ct accordingly. 
A single cell LSTM takes cell state ct− 1, hidden state 
ht− 1, and input data xt at each timestamp t to perform 
its operations. The forget gate decides which previous 
information ct− 1 is not required at the moment, the 
input gate selects relevant information from the input 
data xt , and the output gate produces the hidden state 
ht for time t.   

A.G. Dastider et al.                                                                                                                                                                                                                             



Computers in Biology and Medicine 132 (2021) 104296

6

technique is adapted to obtain the train and test data. For linear probe 
data, frames from 4 videos (20%) are kept in the test set, whereas the 
training set consists of the other 16 (80%) videos for each of the cross- 
validation stages. Similarly for convex probe data, at each stage, 8 
videos (20%) are kept for testing, and the remaining 30 videos (80%) are 
used for training. The Adam optimizer [27] is used in each of the stages, 
with a learning rate of 1e-3, batch size 64, and 120 epochs, for both CNN 
and LSTM. Several dropout layers are used after the convolutional layers 
to prevent overfitting [28]. The model accuracy and loss curve for one of 

the cross-validation stages is shown in Fig. 4. The minimal gap between 
training and validation curves in the figure depicts a good fit at the 
training stage. It is understandable from Table 1 that class imbalance is 
present in the dataset, which is a common scenario for medical imaging. 
To deal with the problem, data augmentation is performed on the 
training data including rotation (0◦ ± 360◦), horizontal and vertical shift 
(0% ± 20%), scaling (0% ± 20%), horizontal and vertical flips at the 
training stage, so that a balance over the frame quantity is achieved in 
the respective four classes. 

3.2. Classification results 

In this paper, the performance of the proposed model is demon-
strated on the basis of three baselines: (1) the DenseNet-201 architecture 
alone, (2) proposed CNN architecture without LSTM block, and (3) 
proposed CNN architecture integrated with the LSTM block. Accuracy, 
sensitivity, specificity, and F1 score are considered as the evaluation 
parameters for these three baselines. A comprehensive analysis followed 
by the detailed results of 5-fold cross-validation is also presented in the 
following part. 

At first, the DenseNet-201 model with the pre-trained weight of 
ImageNet [29] is applied to the dataset to classify the LUS images into 
the 4 categories, representing the four severity scores. The DenseNet is 
fine-tuned to extract the best result from it, and the process has under-
gone the five-cross validation stages by training with 80% and testing on 
the remaining 20% unseen test data. The overall accuracy, in this case, is 
57.5% for linear-probe data, and 53.5% for convex probe data, which is 
quite unsatisfactory. 

Next, the proposed CNN architecture is implemented on the dataset 
instead of traditional DenseNet-201. All the evaluating parameters 
improve noticeably after the implementation of the proposed CNN. 
Later, the proposed combined network consisting of the CNN and LSTM 
blocks is employed which achieves the best result. The gradual devel-
opment in results by the implementation of the proposed network is 
summarized in Table 2 where the margin of error is shown for a 95% 
confidence level. The enhancement in overall performance by adjoining 
the proposed CNN along with the LSTM block is quite promising, with an 
increase of 14 − 21% accuracy from the traditional DenseNet-201 ar-
chitecture, and an increase of 7 − 9% from the proposed CNN, which 
itself increases the accuracy by 7 − 12% from the DenseNet-201 alone at 
the first stage. Other parameters also improve significantly, with mini-
mal deviation from the average values. 

It is to be noted that the five-fold cross validation technique is per-
formed to appraise the proposed model. Detailed results including each 
of the cross-validations stages are shown in Table 3 for the proposed 
CNN + LSTM network. The average values are shown with a margin of 
error at 95% confidence level. Consistent performance is manifested at 
each of the validation stages with an average accuracy of 79.1% for 
linear probe data, and 67.7% for convex probe data. The overall devi-
ation from the average value is insignificant as evident from the table. 
Analyzing the results, it is perceptible that the overall performance is 

Fig. 4. Accuracy and loss curve at one of the training phases.  

Table 2 
Gradual development by imposing the proposed network, examination of CNN and CNN + LSTM has shown separately. The margin of error is also specified at 95% 
confidence level.  

Type Model Evaluating Parameter   

Accuracy Sensitivity Specificity F1 Score 

Linear DenseNet-201 0.575 ± 0.107  0.575 ± 0.107  0.878 ± 0.048  0.57 ± 0.130   
Proposed CNN 0.700 ± 0.091  0.700 ± 0.091  0.908 ± 0.053  0.702 ± 0.123   
Proposed CNN + LSTM 0.791 ± 0.058  0.791 ± 0.058  0.901 ± 0.034  0.786 ± 0.057  

Convex DenseNet-201 0.535 ± 0.039  0.535 ± 0.039  0.662 ± 0.082  0.515 ± 0.076   
Proposed CNN 0.610 ± 0.040  0.610 ± 0.040  0.756 ± 0.097  0.586 ± 0.035   
Proposed CNN + LSTM 0.677 ± 0.032  0.677 ± 0.032  0.768 ± 0.140  0.666 ± 0.034   
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better in the images acquired from the linear probe than the convex 
ones. In consideration of image quality, linear transducers are preferred 
[30], which is a probable answer to the better-predicting performance 
with the linear-probe images than that is obtained with the 
convex-probe images. Although lung consolidations are visible in every 
sort of probes, linear probes are considered to be more efficient in 
magnifying smaller consolidations [31]. 

In Fig. 5, a visualization of the gradual improvement by imple-
menting the proposed network is shown on two LUS videos (one from 
the convex probe and the other is from the linear probe) collected from 
two different patients, from two different hospitals. The matrices indi-
cate a significant improvement in the results of the proposed integration 
method. In the case of linear probe data in Fig. 5(a) and (b), the pro-
posed CNN + LSTM network is capable of identifying most of the score 2 
frames accurately, which are mispredicted as score 0 and 1 after the 

implementation of the CNN model alone. The number of false negatives 
in score 3 has also been reduced in the CNN + LSTM network. Similarly, 
in Fig. 5(c) and (d), the number of false negatives has reduced signifi-
cantly after imposing the proposed CNN + LSTM network. The 
demonstration of the real LUS images is shown in Fig. 7, where the left 
and right images are predicted as score 1 and 3, respectively, although 
both are score 2 images. In the healthy lung condition, ultrasound im-
aging generates horizontal lines parallel to the pleural line known as A- 
lines. On the contrary, B-lines are vertical comet-tail shaped artifacts 
reflecting various pathological conditions of the lung [32]. Pleural lines 
are affected by these vertical artifacts, which are completely continuous 
in a healthy lung but become more and more obscure due to these ar-
tifacts. However, scores 2 and 3 are related and differ slightly depending 
on the magnification of consolidations [14]. The implementation of 
CNN along with the LSTM blocks can identify the subtle differences 

Table 3 
Detailed result of 5-fold CV for the proposed CNN + LSTM network. The margin of error for the average result is specified at 95% confidence level.  

Type Parameter Cross Validation Average   

K = 1 K = 2 K = 3 K = 4 K = 5  

Linear Accuracy 0.870 0.814 0.687 0.791 0.791 0.791 ± 0.058   
Sensitivity 0.870 0.814 0.687 0.791 0.791 0.791 ± 0.058   
Specificity 0.947 0.902 0.844 0.923 0.923 0.901 ± 0.034   
F1 Score 0.860 0.829 0.691 0.770 0.780 0.786 ± 0.057  

Convex Accuracy 0.719 0.668 0.622 0.676 0.700 0.677 ± 0.032   
Sensitivity 0.719 0.668 0.622 0.676 0.700 0.677 ± 0.032   
Specificity 0.500 0.910 0.827 0.848 0.759 0.768 ± 0.140   
F1 Score 0.660 0.728 0.622 0.655 0.665 0.666 ± 0.034   

Fig. 5. Confusion matrices for the proposed CNN (left) and CNN + LSTM (right) networks. Figure (a), (b) are generated for the frames of a video acquired by the 
convex probe, and figure (c), (d) are for the frames of a video acquired by the linear probe. 
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between the images and is capable of predicting the severity score 
accurately. 

In order to verify the performance of the proposed scheme, hospital- 
based data are considered. For example, the model is applied to the 
videos collected from BresciaMed, Brescia (BS) with the convex probe, 
which holds a total of 21 videos from 12 patients. The proposed model is 
trained with 16 videos from 8 patients and tested on the unseen 6 videos 
(> 20%) from 4 patients. The proposed model achieves the best result 
with tremendous improvement in all the parameters than the previous 
case, as shown in Table 4, where the model is trained regardless of its 
source. Frame-based prediction results achieved an average of 67.7% 
accuracy for convex-probe videos in the hospital-independent case, 
whereas the same proposed network achieves an accuracy of 79.2% for 
the hospital-dependent case. Sensitivity, specificity, and F1 score also 
meet significant improvement than the previous case. 

Finally, in order to extract a better visual understanding of the 

targeted regions in each image, the heatmaps are generated by the 
gradient-based class activation mapping (Grad-CAM) algorithm [33]. 
Following the implementation of Grad-CAM, information preserved 
through the various layers of the proposed architecture can be exploited 
and the heatmap shows which part of the input images activated the 
final prediction result. In Fig. 6, some LUS frames with localization by 
the Grad-CAM are shown. For the score-0 frames in both convex and 
linear probe data, the model is activated in a broader region around the 
pleural line as the expected findings for a COVID-19 affected lung are 
not present here. The Grad-CAM does not exhibit the most germane 

Table 4 
Results for hospital-specific case and hospital-independent case for CNN and 
CNN + LSTM. For the hospital-specific case, the convex-probe data acquired 
from BresciaMed, Brescia are considered.  

Parameter Hospital-dependent Hospital-independent 

(Brescia) (Proposed)  

CNN CNN + LSTM CNN CNN + LSTM 
Accuracy 0.785 0.792 0.610 0.677 
Sensitivity 0.785 0.792 0.610 0.677 
Specificity 0.857 0.872 0.756 0.768 
F1 score 0.784 0.790 0.586 0.666       

Fig. 6. The heatmaps indicate which portions instigated the classification decision in the frames acquired from both convex and linear probes.  

Fig. 7. LUS frames acquired from convex (left) and linear (right) probe. Both of 
them are annotated as score 2. The proposed CNN model predicts them as score 
1 and 3, respectively. The proposed CNN + LSTM model predicts 
them correctly. 
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areas on an image always and sometimes focuses on additional areas 
apart from the most relevant ones [7,34]. Hence, in this case, the focus 
of the Grad-CAM algorithm has been spread over a comparatively larger 
region. As the score rises up to 3, the model activates in a more indic-
ative manner as patchy areas of B-lines, irregular pleural lines, and 
consolidations in the subpleural region, i.e., symptoms for an unhealthy 
lung [35] are prevalent there. 

It is to be noted that the proposed algorithm can predict the severity 
scores of the given LUS frames with a minimal amount of time. For an 
ultrasound video with a 100-ms frame interval, it took on an average less 
than 6 ms to perform the test with a reasonable machine configuration. 
Therefore, it can be integrated with point-of-care devices like ultrasound 
machines to predict the condition of a patient in a real-time scenario. 
The model is also applicable to predict the overall condition of the pa-
tient if a whole video is fed to the algorithm. If a video is used as input, 
whether in real-time or as a recorded version, the temporal features will 
be considered along with the spatial features and the proposed hybrid 
model can predict the severity scores with higher accuracy. However, 
the proposed CNN model can predict the score for a certain frame as 
well. 

3.3. Comparison with other studies 

Studies devoted to LUS on COVID-related subjects are rarely 
attempted comparing with the works on CT scan or X-Ray imaging. 
Among them, in Ref. [7], the authors utilized a total of 277 LUS videos to 
classify the severity scores, and claimed to publish them; but until now, 
only 60 videos are publicly accessible. Hence, a direct comparison with 
their work is not possible in this case. In Ref. [17], the classification 
results are hospital-specific. Data from the same source holds similarity 
as the LUS image quality varies depending on the type of apparatus used 
to examine by the clinician, which enables the machine learning or deep 
learning models to predict with greater accuracy. One example is pre-
sented in Table 4 to check the consistency of the proposed model on 
similar types of hospital-specific data, where the accuracy for the 
BresciaMed convex cases is increased by 11.5%, than the average 
hospital-independent cases. In most of the cases, hospital-specific data 
are significantly limited in quantity to train DL models on them. In a 
broader sense, a model trained on data regardless of its source like the 
one proposed in this study is desired considering its global application, 
which can efficiently predict hospital-specific cases as well. In Ref. [7], 
the frame-based prediction task was hospital-independent as well. 

4. Conclusion 

In this work, an integrated model of the convolutional and recurrent 
neural network is proposed for frame-based disease severity prediction 
to classify the LUS frames into four severity levels with scores ranging 
from 0 to 3. The proposed CNN block introduces embranchments along 
with the DenseNet-201 model with an initial autoencoder branch to 
enhance the performance of the classification network ensuring noise- 
free, robust features resulting in a 7 − 12% boost in the classification 
accuracy with respect to the DenseNet-201 model. The CNN block is 
followed by a block of LSTM layers to consider the real-time sequence of 
the LUS frames within a particular video which at the end offers an 
improvement of the prediction accuracy by an average of 7− 9% than 
the proposed CNN alone. The sensitivity, specificity, and F1 score also 
improve by 7 − 9%, 1%, and 6 − 8%, respectively, compared with the 
proposed CNN; which itself increases the sensitivity and specificity by 
7 − 12% and 3 − 9% than the DenseNet-201. The proposed hybrid 
network can predict regardless of the source of data with a drastic 
improvement in hospital-specific cases, where it shows an 11.5% in-
crease in the prediction accuracy than the hospital-independent cases. 
Consistent performance is perceived in each of the five cross-validation 
stages with a minimal deviation of 3 − 5% from the average value. The 
proposed model is capable of predicting severity scores at a minimal 

amount of time and therefore can be implemented in real-time sce-
narios. Meticulous evaluation and comparison with relative studies 
show that the proposed integrated network achieves an auspicious 
performance at predicting the disease severity scores, thereby diag-
nosing the immediate condition of the patient, which might be a great 
assistance for the clinicians in the present condition. The performance of 
the proposed model is relatively limited for the convex-probe cases. One 
possible way to improve the performance would be to utilize more 
training data, if available. Moreover, various processing schemes can be 
tested on the frames before entering the classification network. Finally, 
one possible future work of the proposed work would be to design deep 
learning-based segmentation architecture to carry out pathological 
artifact segmentation. 
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