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Abstract
Public opinion may influence the adoption of technologies for older adults, yet studies on different contexts of technology
for older adults is limited. In an online YouGov survey (N = 500) with text-and-image vignettes, participants gave more
positive ratings of social acceptability, trust, and perceived impact on eldercare when the voice assistant (“VA” system)
shown in the vignette performed a functional task (medication adherence) versus when it performed a social task
(companionship). The VA received more positive sentiment comments when it appeared to use a machine learning (ML)-
based dialogue system compared to when it appeared to be using a rule-based dialogue system. These results may assist
designers and stakeholders select what type of voice system to develop or use with older adults.
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Introduction

Voice assistants (“VA” systems) are being developed for
older adults. Previous studies have examined how older
adults’ use of existing products (e.g., Amazon Echo Dot and
Google Home) influences their perception and acceptance
of such technology.1,2 Past research has also investigated the
influence of hardware feature (e.g., touchscreens;3) and
conversational style4 of VAs on older adults’ perceptions.
Additionally, attitudes of older adults5,6 and care providers7

have been studied to understand their impact on the de-
velopment and adoption of VAs in eldercare. However, to
the best of our knowledge, acceptance of the general public
concerning the development and implementation of VAs for
older adults has not been previously investigated. Focusing
exclusively on targeted stakeholders may overlook critical
factors that influence the acceptance of gerontechnology at
the societal level.8,9 Investigating public opinion may also
be predictive of how relatively young people may feel about
technologies as they age in the future, showing how robust
applicability of technologies will be over the longer term.
Survey research is particularly well-suited to establishing

the opinions and preferences of a general population based
on inferences from appropriately sized and selected sam-
ples.10 Thus, using survey research to explore the broader
public’s views can serve as an initial exploration to provide
valuable context and guidance for more targeted research
involving specific stakeholder groups.

The present study focuses on investigating the influence
of two prominent features that have been overlooked in past
research: the task type, and dialogue system architecture, of
VA applications for older adults,11 on public acceptance. In
spite of its potential informativeness, research on the dif-
ferent contexts of VA applications prior to the research
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presented here has been limited.12 Regarding the task type,
the Human-Computer Interaction (HCI) community has
explored VAs to help older adults with various tasks, from
functional tasks such as medication adherence13–15 to social
tasks such as chatting for entertainment or
companionship.16,17 However, past research did not ex-
perimentally investigate how task type as a factor might
influence older adults’ acceptance. Although a previous
study examined the effect of interaction type on language
tutors,18 it did not explore VAs specifically for older adults.
Regarding the dialogue system architecture, two main types
of VA for older adults have been defined, utilizing either
rule-based dialogue systems,19 or machine learning (ML)-
based dialogue systems.20,21 While previous research has
investigated the effects of rule-based and ML-based dia-
logue systems on the technical characteristics of VAs,22: 19–
24), the impact of (dialogue) system type, on perceived
benefits in eldercare contexts, has yet to be investigated.
Knowing how beneficial different types of application are
perceived to be could uncover attitudes that might help or
hinder the adoption of gerontechnology.23

The current work investigates public opinion about what
types of voice systems for older adults are socially ac-
ceptable in two different contexts. Our online sample (N =
500) looked at how two factors—task type and dialogue
system type—affected opinions about the acceptability of
VAs for older adults. The results reported below may help
designers, regulators or decision makers better understand
public acceptability of varying types of VA systems for
older adults, prior to subsequent design of VA systems.

Literature review

Functional versus social tasks for VAs

Parasocial interaction theory posits that individuals can
form one-sided relationships with media figures or non-
human agents.24 According to the parasocial interaction
theory, interaction style (task-oriented vs socially-oriented)
of non-human agents affects the strength of the parasocial
relationship.25 Socially-oriented interactions, which involve
more personalized and conversational exchanges, are likely
to enhance the perception of humanlikeness and strengthen
parasocial relationships. Task-oriented interactions, while
efficient, may not foster the same level of personal con-
nection and humanlikeness. A previous study has shown
that media figures using a warmer, conversational tone
foster stronger parasocial relationships.26 Hartmann and
Goldhoorn27 also found that actors creating social contact,
like direct eye contact in videos, enhance viewers’ para-
social interactions and commitment to the actor. Although
VAs may not deliberately adopt a specific interaction style,
the way consumers use them (i.e., task type) can result in
VAs generating more functional (task-oriented) or social

(socially-oriented) responses25 and consequently different
levels of parasocial connection.

Task type has been shown to influence users’ perception
of VAs. Cho et al.28 investigated whether the type of task
(hedonic vs functional) affects the relationship between the
interaction modality (voice vs text) of VAs and user attitudes.
Their findings showed that voice interactions improved user
attitudes due to the perceived humanlikeness of VAs, but only
for functional tasks. No significant effect was found for
hedonic tasks, likely due to VAs being more efficient at
functional tasks. Sung et al.12 looked at how users perceive
VAs that perform functional versus social tasks and found
that user attitude was significantly more positive for func-
tional tasks. However, they did not specifically ask about the
suitability of VAs for older adults. Rzepka et al.29 looked at
how people in a lab experience perceived voice-based or text-
based chatbots that performed goal-directed versus experi-
ential search tasks; however, this work did not look at social
tasks. In order to address gaps in the research literature we
will look at how task type (specifically, functional (medi-
cation adherence) versus social (companionship) tasks) af-
fects public social acceptability, trust and impact of a VA for
older adults. In our study, medication management14,15 and
companionship2 are chosen to represent two main task cat-
egories (functional and social). These tasks have been
identified as being both important, and amenable to the
adoption of VA solutions, for older adults.7

Research Question 1 [a/b/c]: Will people perceive the [social
acceptability/trust/impact] of a VAmore or less positively when
it performs a functional task (medication adherence) compared
to a social task (companionship)?

Rule-based versus ML-based system for VAs

Existing agent-based technologies generally employ two
types of dialogue system architecture: rule-based and ML-
based (including statistical data-driven and end-to-end
neural dialogue systems; see Figure 1 for an overview of
the architecture of 3 systems).21,22,30

Rule-based dialogue systems use predefined rules and
scripts. Their linear structure starts with Automatic Speech
Recognition, converting spoken commands to text. This text
is then interpreted by the Natural Language Understanding
component to determine intent and extract information. The
Dialogue Manager, which includes the Dialogue Decision
Model (based on rules) and the Context Model, along with
Knowledge Sources (such as databases and internet
searches), analyzes the data to determine the appropriate
response. The response is then generated by the Natural
Language Generation component, converting the system’s
decision into text, and the Text-to-Speech component, con-
verting text back into speech. Rule-based systems are effi-
cient for straightforward tasks like customer service inquiries.
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ML-based dialogue systems include statistical data-
driven and end-to-end neural systems. Both are data-
driven and scalable versions of statistical modeling.
Statistical data-driven systems use reinforcement learn-
ing algorithms trained on large datasets. They utilize the
same technical components as rule-based systems but use
statistical models in the Dialogue Manager to predict
responses from historical data, instead of predefined
rules. They also use Dialogue State Tracking and a
flexible Dialogue Policy. End-to-end neural systems use
deep learning to process and generate responses. The
entire processing pipeline, from understanding user input
to generating responses, is integrated into a single neural
network model trained on extensive conversational data.
This model handles both dialogue state tracking and
decision making, enabling it to generate contextually
relevant and coherent responses. Although computa-
tionally intensive, ML-based systems excel in complex,
nuanced interactions.

Eickhoff and Zhevak31 found that participants’ pur-
chasing intention did not differ between those who were told
text was generated by an A.I. (artificial intelligence) versus
those who were told it was generated by a human copy-
writer. However, that work did not isolate technological
architecture as a factor, such as by comparing ML-based
systems to prior rule-based technology. Bansal et al.32 found
that people were willing to pay more for level 4 (higher
automation) versus level 3 (lower automation) vehicles but
did not assess the acceptability of different technological
architectures in VAs for older adults. Hasal et al.33 discussed
how chatbot systems with different dialogue systems (rule-
based, modern natural language and ML techniques) result
in different levels of data security and privacy, but did not
explore public opinions of VAs for older adults.

Understanding the technology architecture (i.e., dialogue
system) of a VA system itself may influence public per-
ception of the VA because people may predict expected
impact technology outcomes to the causes (attributions) of
those outcomes,34 which can include the software’s archi-
tecture. Thus, attribution theory35–37 is relevant in this case.
For example, incorrect output may be attributed to the
“rigid” rule-based architecture of a system. In a case such as
this, attribution theory suggests that both outcomes and
causal antecedents of those outcomes can impact people’s
judgments of a system.34 There is a lack of research that
experimentally compares the effects of different dialogue
systems on public perception. Using an approach that ap-
plies attribution theory to information systems,34 our
research tested whether user perceptions of potential causes
of the outcome influences overall system perception. In this
case the perceived type of VA dialogue system may be
attributed as the cause of the resulting output, and the
system outcome itself (i.e., the VA’s actual output, whether
it’s recording medication times or giving social banter) will
be interpreted in terms of the attributed cause.

Research Question 2 [a/b/c]: Will people perceive the [social
acceptability/trust/impact] of a VA with a rule-based dialogue
system more or less positively compared to one with an ML-
based dialogue system?

Materials and method

Participants

We recruited 500 participants from the YouGov survey
platform, a representative sampling platform that matches a
randomly-drawn sampling frame of the U.S. population

Figure 1. The architecture of three existing VA dialogue systems, including (a) rule-based dialogue systems and two ML-based dialogue
systems: (b) statistical data-driven dialogue systems and (c) end-to-end neural dialogue systems (adapted from21).
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with members from their opt-in respondents based on a
large set of variables38,39; the platform has been widely
validated.40

Study design

In this study, we conducted an online survey experiment
using a 2 × 2 between-participants design. The two factors
were task type, with two variables: functional task (medi-
cation adherence) versus social task (companionship), and
dialogue system type, with two variables: rule-based system
versus ML-based system.

Stimuli

Participants were randomly assigned to read one of four
text-and-image-based vignettes describing either a rule-
based or ML-based VA that performs a medication ad-
herence or companionship task. Each vignette included a
black-and-white comic-like image41 with a dialogue script
between an older man and a VA that was either about
medication adherence13,15 or companionship16 (for task
type) and a second dialogue section that was either about a
poem that the system retrieved or generated (for dialogue
system type). A brief explanatory text section was also used
for the type of dialogue system. We designed the vignettes
to vary only in the manipulated variables, ensuring each is
manipulated at least once and maintaining consistency in
dialogue turns, style and accompanying comic-like image
(please see Table 1).

Procedure and measures

Participants were asked about their opinions toward and
perception of the VAs depicted in the vignette. Following an
open-ended question inquiring about participants’ opinions
(“Please share your thoughts in the text box below.”), VA
perception was measured with a 6-item (close-ended) scale
adapted from past public opinion surveys for VAs42,43 and
for agent-based technologies in eldercare.44

Measure of perceived social acceptability consisted of
1 item on personal connection norms (“To what extent do
you agree or disagree with the following statement: Most
people whose opinion I value would approve of the use of
the voice assistant pictured in this survey.” All items in
survey used 1 = “strongly disagree,” 7 = “strongly agree”;
modified from42), and 1 on societal norms (“The majority of
people in the U.S. would approve of the use of the voice
assistant pictured in this survey”; modified from42).

Measure of perceived trust consisted of 1 item on general
trust (“I would fully trust the voice assistant pictured in this
survey not to fail, and to function as I expect it to”; modified
from43), 1 on trust in privacy (“I think the impact of the
security of the voice assistant pictured in this survey being

compromised and resulting in a privacy/data breach is low”;
modified from43).

Measure of perceived impact on eldercare consisted of
1 item on benefits to older adults (“I think the voice assistant
pictured in this survey could be useful to improve older
adults’ quality of life”; modified from44), and 1 on ethical
concerns (“Something bad might happen if older adults
depend on the voice assistant pictured in this survey too
much”; modified from,44 reverse coded).

The six items in the survey had a Cronbach’s Alpha of
0.84, showing good reliability. The average inter-item
correlation was moderate at 0.48, with corrected item-
total correlations (r.cor) ranging from 0.44 to 0.82 across
the six items in the scale.

All procedures received approval from the university
research ethics board (protocol #45975) and were prereg-
istered on osf. io (link for peer review).

Data analysis

We used 2 × 2 Analysis of Variance (ANOVA) with two
between-participants factors (task type and dialogue system
type of VAs) to analyze the perception measures. All sta-
tistical analyses, including the item reliability analysis
above that used the psych library, were done in R version
4.2.1 and RStudio version 2013.12.1 + 402.

We coded the qualitative data in participants’ written
responses in two ways. First, for sentiment analysis, the
authors coded participants’ written responses to be either
positive (e.g., “It’s cool”), neutral (which included neutral
statements, e.g., “It’s okay,” and mixed positive-negative
statements, e.g., “I think this kind of device could be helpful,
but I know many older adults who would have a hard time
following the ‘script’ that the device knows. If there isn’t
much flexibility, the person gets frustrated and the device
doesn’t work.”), negative (e.g., “Never been a fan of that
kind of talking technology”) or not applicable (e.g.,
“1400 and 2100 for time and I would want a limerick.”).
One author coded all data and consulted a second author on
a subset of data that was difficult to code to resolve those
codes, such that inter-rater reliability was not assessed (as it
would be artificially high due to assessing difficult codes).
We then used an ordinal logistic regression model to
compare the differences in participants’ sentiment toward
the VA depicted in the vignette across four conditions.

Second, a thematic analysis was conducted to analyze
participants’ responses to the written response survey
question. We performed consensus-based qualitative anal-
ysis where one coder consulted another coder on a subset of
the data to reach an agreement on those codes and the
overall coding scheme (rather than coding individually).
Following this, they collectively identified the key themes
that emerged from the data. This resulted in 29 codes within
4 themes. We chose this method as it supported discussion
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on the dataset and consensus-based selection of insights, but
cannot assess inter-rater agreement as with other methods.
All coding was done in NVivo 12 version 12.7.0 (3873).

Results of quantitative analyses

Effects of task type

Research Question 1 asked whether people perceived the
social acceptability, trust and impact of a VA differently when
it performs a functional compared to social task. In support of
an affirmative answer to these questions, three respective

ANOVAs on perceived social acceptability, perceived trust and
perceived impact with VA task type and technology archi-
tecture as between-participants variables found a significant
effect of VA task type for all three measures (Table 2). Par-
ticipants assigned more positive social acceptability, trust and
impact to VAs performing functional rather than social tasks,
p = .014, .021, and .008, respectively (Figure 2).

The effect sizes (as estimated with eta-squared) are
relatively small, falling between one and two percent of the
variance for each of the three items assessed. Given the large
sample size, it is not surprising that these effects were found
to be statistically significant (p < .05 in each case).

Table 1. Vignette text and comic-like image based on technology architecture (column header) and task type (row header) of VAs.

Rule-based system ML-based system

Functional
task

A voice assistant built with rule-based dialogue system
performs medication adherence.

A voice assistant built with ML-based dialogue system
performs medication adherence.

Social task

A voice assistant built with rule-based dialogue system
performs companionship.

A voice assistant built with ML-based dialogue system
performs companionship.
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However, if the three statistical tests are treated as a family,
and a Bonferroni criterion is used, then the trust measure
would not be statistically significant with the adjusted
p-value (i.e., 05/3 = 0.17).

Effects of dialogue system type

Research Question 2 asked whether people perceived the
social acceptability, trust and impact of a VA differently
when using a rule-based compared to ML-based dialogue
system. An ANOVA with task type and technology archi-
tecture as between-participant variables did not find a
significant effect of technology architecture for any of the
three variables. However, an ordinal logistic regression with
sentiment as the ordinal response variable and task type and
dialogue system type as the predictors gave an odds ratio of
OR = 1.84, 95% CI [1.13, 3.00] (Table 3, first row).
Participants showed more positive sentiment when com-
menting on a VA with an ML-based dialogue system
compared with one with a rule-based system, t = 2.46, p =

.014 (Figure 3). We repeated the analysis using an ANOVA
on sentiment with task type and dialogue system type as
between-participants factors (treating sentiment as interval)
and obtained similar significant effects (main effect of
Dialogue System, F (1,472) = 6.7, p = .010, main effect of
Task, F (1,472) = 6.6, p = .010, interaction effect, F
(1,472) = 0.85, n. s.). Partial evidence was therefore found
in support of Research Question 2a, while no evidence was
found for Research Question 2b or 2c.

Findings of thematic analysis

We first used the coding scheme to separately code par-
ticipants’ written comments based on their presence in and
relevance to the conditions for each factor (e.g., benefits of
functional task; concerns of rule-based dialogue system),
then for each factor we compared the codes across the two
conditions (e.g., functional vs social for task type) as
presented in the following section.

Table 2. Descriptive statistics and ANOVA results for the main effect of task type.

Dependent measure

Functional Social ANOVA: main effect of task type

n M (SD) n M (SD) df F value p value η2p

Perception Social acceptability 244 4.6 (1.3) 249 4.3 (1.6) 1, 489 6.07 .014 .012
Trust 249 3.7 (1.5) 251 3.4 (1.6) 1, 496 5.39 .021 .011
Impact on eldercare 249 4.3 (1.3) 251 4.0 (1.5) 1, 496 7.17 .008 .014

Figure 2. Bar plots of perceived social acceptability, trust, and impact of VAs by task type, grouped by dialogue system architecture.
Error bars are 95% CIs.

Table 3. Summary of ordinal logistic regression results.

Predictor variable Coefficient t p Odds ratio CI (95%) for odds ratio

Dialogue system (ML-based) 0.61 2.46 .014 1.84 1.13 – 3.00
Task (social) �0.27 �1.14 .253 0.76 0.47 – 1.21
Dialogue system:role (ML-based:social) �0.33 �0.97 .331 0.72 0.37 – 1.40

Note: AIC = 1021.719, Residual deviance = 1011.719.
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Benefits and concerns of VA task type

Benefits of VAs performing functional tasks. Thirty-eight
participants provided positive feedback regarding the use
of VAs to support older adults’ medication adherence, es-
pecially for older adults with memory problems (e.g., “I
think it is a good idea for older people exactly because of
memory lapses this would help to record important infor-
mation such as medications or even remind of appoint-
ments.”). Positive comments also include the potential of
VAs to alleviate older adults’ loneliness (14 participants;
e.g., “It might also can be helpful for folks who feel lonely
and need company.”), facilitate older adults’ decision-
making (1 participant; e.g., “…it (the voice assistant
built in [this case]) is very useful when I need others’
opinions.”), and support older adults’ independent living
(8 participants; e.g., “I think it can be good for older people
who live alone to still live a functional life.”). Additionally,
one participant mentioned that such VAs can help alleviate
the burden of caregivers (e.g., “Could be helpful in un-
derstaffed nursing homes.”).

Concerns of VAs performing functional tasks. Four partici-
pants showed concerns regarding a VA performing
functional tasks, including older adults’ over-reliance of
the VA (e.g., “My thoughts are this is an inappropriate
product that only makes people lazy, stupid, and reliant
on technology.”) and the possibility that older adults still
miss their medicine (e.g., “He will miss taking his
meds.”). 11 participants expressed concerns about

potential errors and harm that the VA could cause, in-
cluding potential troubleshooting issue (e.g., “Also I think
an older person might have issues troubleshooting the
machine if something goes wrong.”), harm to older
adults’ mental health (e.g., “I would be worried about
relying on this because they can be prone to hallucina-
tions, and mistakes in this regard can be very hazard-
ous.”), misinformation from the system (e.g., “Recording
medication times may be helpful if user can be relied upon
to give accurate information. Otherwise, meh.”), and the
violation of users’ privacy (e.g., “I’d never recommend
anything like voice assistants or most other devices.
Could care less what these companies say, or the ‘pri-
vacy’ features you’ll find on many of them. They’re ba-
sically the next thing to spyware as far as I’m
concerned.”). 16 participants also expressed concerns
regarding the further isolation of older adults from their
social life (e.g., “I could see the potential for further
isolation of someone who lives alone.”). Overall, there
were 62 instances of benefits and 31 instances of
challenges.

Benefits of VAs performing social tasks. 19 participants be-
lieved it would be beneficial for older adults to have a VA
companion to talk to (e.g., “Could be good company and
entertainment for the elderly or anyone actually. The in-
teractivity could be beneficial especially for someone with
limited mobility.”), especially for older adults living inde-
pendently (3 participants; e.g., “This would be good for
elderly people who live alone.”) A possible reason

Figure 3. Bar plot of sentiment of VAs with rule-based versus ML-based dialogue systems, grouped by task type. Error bars are 95% CIs.
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mentioned by 20 participants is that it can alleviate older
adults’ loneliness (e.g., “I think it’s a positive idea and can
help the elderly combat loneliness [and] depression.”).

Concerns of VAs performing social tasks. Participants ex-
pressed concerns about possible errors and harm that the VA
can cause (4 participants; e.g., “The bad points or when
there is a miscommunication or the system breaks down,
and when that happens the person that has been talking to
that thinks they have done something wrong and become
frightened or severely depressed.”), including toward the
user’s mental health (2 participants; e.g., “I think it’s a great
idea to keep elderly company as long as it doesn’t drive them
crazy not understanding it’s a device.”), privacy (1 partic-
ipant; “I’m worried about surveillance.”) and social iso-
lation (17 participants; e.g., “It does run the risk of further
eroding human contact though.”). One participant expected
other possible information the VA can provide but were not
described in the vignette (e.g., “I would expect more world
or local issues than a poem. Not exactly what I would like or
want to deal with on a regular basis.”). Overall, there were
39 instances of benefit and 25 instances of challenges. This
suggests that participants thought there were more benefits
to the VA in the functional role than the social role.

Benefits and concerns of VA dialogue system type

Benefits of VAs with rule-based dialogue systems. Two par-
ticipants found that a rule-based system helps prevent the
technology from causing harm to the user (e.g., “I like the
rule-based requirements. This should make it actually
helpful and avoid anything that could be harmful to the
user.”). Also, one participant mentioned that well-designed
rule-based systems can tailor the functions of VAs to the
individual needs of older adults (e.g., “This seems like a
good way to provide assistance to older adults or those with
mental incapacities, as the device can only respond and do
what it is programmed to.”).

Concerns of VAs with rule-based dialogue systems. Twenty-
three participants indicated that it would be challenging for
older adults to learn how to command and respond to a rule-
based system (e.g., “This can become difficult if the elder
person is unable to communicate exactly as needed for this to
work.”). This challenge could be due to the difficulty of
remembering commands (e.g., “It is difficult for older people
to remember exact commands.”) and putting commands in
the correct order (e.g., “But it was becoming frustrating, if
your commands are not specified in the correct order.”).
Similarly, some suggested that the generated responses in a
rule-based system would also fall short (e.g., “This doesn’t
seem like it would be an adequate social companion since its
responses would be more robotic than human if it can only
respond based off of a defined script.”). Moreover, two

participants expressed concern about who would take re-
sponsibility for the rule-based system and how to ensure that
they are well-designed to benefit older adults (e.g., “I think it
could be helpful but have a lot of questions. Who develops the
scrip? Is it patient specific?”). Ten participants also provided
negative feedback regarding the limitation of rule-based
systems, as they can only function based on pre-
determined scripts (e.g., “Well. It seems a little limited by
only answering what is scripted.”). Overall, there were
3 instances of benefits and 35 instances of challenges.

Benefits of VAs with ML-based dialogue systems. Two par-
ticipants believed that the application of A.I. techniques
(i.e., ML algorithms) is useful for VAs for older adults (e.g.,
“I think this is a great concept that will prove extremely
useful for many people due to the machine learning func-
tions.”). One participant believed the ML functions would
be “extremely useful for many people.”

Concerns of VAs with ML-based dialogue systems. Eight par-
ticipants expressed concerns about the data collection and
training process for VAs with ML-based dialogue systems
(e.g., “I am skeptical of a care model that relies on machine
learning, like the one pictured above. The device is relying
on a functionally impaired person for data entry seemingly
without protocols to compensate. Also, what about mis-
hearing or misunderstanding? It seems very possible for the
person being assisted to misspeak, and the device to process
the misspoken information as valid data.”). Participants also
expressed concerns regarding the A.I. justice and respon-
sibility due to the creators’ bias (1 participant; e.g.,
“However, I am concerned about the built-in bias origi-
nating from the original programmers.”), regulation of the
technology (3 participants; e.g., “That could be beneficial as
long as it had a regulator on it to no tell false info and to
warm family members of to much dependence upon the
device.”), techno-phobic opinions about A.I. (2 participants;
e.g., “It is a little unnerving that it composed its own poem.
It could or in this picture actually replaced a persons the
Matrix in real time, computers outgrowing people.”), and
the VA’s possible manipulative behaviours (1 participant;
e.g., “I do worry about the ‘persuasiveness’ of the
machine…i.e. to say the A.I. could potentially get the elder
to do something unsafe.”). Additionally, four participants
expressed concerns that VAs withML-based systems cannot
provide appropriate social and emotional support due to
their technical limitations (e.g., “I do not believe A.I. is
ready to fill this need. It lacks intellectual curiosity and
emotional intelligence. To scrape the internet as a learning
tool will eventually lead it to untruths, divisive interactions
and frustration for the person trying to avoid loneliness.”).
Overall, there were 3 instances of benefit and 19 instances of
challenges. This suggests that participants thought there
were fewer challenges with ML-based than rule-based VAs.
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Discussion

Summary of results

The results of an online public opinion poll of U.S. adults
show that participants demonstrated more positive per-
ceived social acceptability, trust, and impact on eldercare
toward VAs performing functional than social tasks. Par-
ticipants also exhibited more positive sentiment toward VAs
with ML-based dialogue systems compared to those with
rule-based dialogue systems.

Implications for VA adoption

The results of quantitative analyses suggest that society
currently may prefer VAs performing functional to social
tasks to support older adults. The qualitative findings reveal
that participants perceived numerous benefits of VAs aiding
in medication adherence, beyond the direct benefits related
to medication management. These include facilitating
decision-making, promoting the independence of older
adults and reducing caregiver burden. However, concerns
were also raised about potential issues, including over-
reliance on VAs, errors leading to harm, and privacy vio-
lations, indicating that while functional support is favored,
there are apprehensions regarding its implementation. On
the other hand, the benefits of VAs performing social tasks
were acknowledged by fewer participants, mainly focusing
on alleviating loneliness. Participants had notable concerns
about the potential negative impact on users’ privacy,
mental health, and social isolation. Possible skepticism
regarding VA capabilities underscores the need for further
development to ensure these systems can meet the complex
needs of providing social support.

Our quantitative results suggest that society currently may
prefer applying VAs with ML-based dialogue systems rather
than rule-based systems to support older adults. Based on
thematic analysis, ML-based systems are recognized for their
ability to leverage A.I. techniques, which could makeVAsmore
adaptable and intuitive for older adults, although concerns about
data privacy, creator bias, and the technology’s regulation raise
ethical and security issues that could impede their acceptance.
On the other hand, the perceived advantage of rule-based
systems is their potential to tailor functions to individual
needs while minimizing harm, suggesting that with proper
design, they could enhance the safety and personalization of
care for older adults. However, the challenge of learning to use
these systems (i.e., remembering and executing commands), as
indicated by many participants, presents a barrier to adoption.

Limitations and future work

The study was a single-stimulus study, using only one
instance of text wording and comic-like image per

condition, which may pose a threat to construct validity.
Future research could employ multiple stimuli to enhance
construct validity, which is defined as “the inability to
generalize the results of a study with few or even a single
stimulus…because we do not know whether the effects
observed are due to an unstated stimulus feature” (41,
p. 211). For the current work, we tackled the potential threat
to construct validity caused by single stimulus sampling by
defining stimulus criteria in the stimuli subsection and re-
ducing variability across stimuli in different conditions. We
homogenized the length and frequency of the text de-
scriptors and the graphic elements in the images, following
two of the methods suggested by.41,45 Furthermore, the use
of vignettes as implemented in our survey may introduce
additional limitations. Comic-like vignettes, while being
evocative, might not convey the realism required to accu-
rately infer the effects of a VA, leading to possible biases
where judgments differ from what would have been ob-
tained with working versions of VAs.

Another limitation is the study’s focus on public opinion,
which may not accurately reflect the specific needs and
preferences of older adults. Public opinion often represents
a broad view and may overlook the diversity within the
older adult population, potentially leading to solutions that
are not tailored to individual needs. Additionally, public
opinion might oversimplify the challenges and technical
complexities involved in designing technologies for older
adults, creating unrealistic expectations. The public may
also not fully appreciate the necessity of specialized fea-
tures, accessibility, and support, which are crucial for older
adults. However, conducting a survey study on public
opinion remains useful as a preliminary step towards un-
derstanding how attitudes may affect the implementability
and ultimate success of technologies targeted at older adults.
Our initial investigation provides essential insights and a
broad understanding of general perceptions, attitudes, and
potential concerns relative to the use of VAs. Our study
should be followed by further research that highlights areas
that may require deeper exploration and more personalized
approaches. By identifying key trends and common opin-
ions, this survey may guide subsequent studies that aim to
confirm and extend these findings using more targeted,
specific, and diverse methodologies. The ultimate goal of
this research is to provide relevant guidance for developing
VA systems that are better suited to the unique needs and
preferences of older adults.

One final limitation is that investigations of demographic
factors such as age range, past experience with VAs, and
educational background were not conducted in this work.

Conclusion

Public opinion is relevant to the adoption of innovative
technologies designed for older adults. We conducted a
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survey study investigating the effect of task type and dia-
logue system type on public perceptions of VAs for older
adults. VAs performing functional tasks were overall per-
ceived more positively than those performing social tasks.
Participants exhibited more positive sentiment toward VAs
with ML-based dialogue systems compared to those with
rule-based dialogue systems. These findings may impact the
decision-making of designers and other stakeholders in
gerontechnology and care.
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