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Summary
Background By combining theory-driven and data-driven methods, this study aimed to develop dementia predictive
algorithms among Chinese older adults guided by the cognitive footprint theory.

Methods Electronic medical records from the Clinical Data Analysis and Reporting System in Hong Kong were
employed. We included patients with dementia diagnosed at 65+ between 2010 and 2018, and 1:1 matched dementia-
free controls. We identified 51 features, comprising exposures to established modifiable factors and other factors
before and after 65 years old. The performances of four machine learning models, including LASSO, Multilayer
perceptron (MLP), XGBoost, and LightGBM, were compared with logistic regression models, for all patients and
subgroups by age.

Findings A total of 159,920 individuals (40.5% male; mean age [SD]: 83.97 [7.38]) were included. Compared with the
model included established modifiable factors only (area under the curve [AUC] 0.689, 95% CI [0.684, 0.694]), the
predictive accuracy substantially improved for models with all factors (0.774, [0.770, 0.778]). Machine learning and
logistic regression models performed similarly, with AUC ranged between 0.773 (0.768, 0.777) for LASSO and 0.780
(0.776, 0.784) for MLP. Antipsychotics, education, antidepressants, head injury, and stroke were identified as the
most important predictors in the total sample. Age-specific models identified different important features, with
cardiovascular and infectious diseases becoming prominent in older ages.

Interpretation The models showed satisfactory performances in identifying dementia. These algorithms can be used
in clinical practice to assist decision making and allow timely interventions cost-effectively.
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Introduction
Dementia is a syndrome characterized by progressive
impairment in various cognitive domains that interfere
with an individual’s independence and daily func-
tioning. The negative impact of dementia extends
beyond patients themselves, affecting their families and
*Corresponding author. The Jockey Club Tower, The Centennial Campus, H
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the society as a whole.1 Given that dementia remains
incurable, early screening of individuals at increased
risk and timely diagnosis of dementia patients is crucial
for risk management and targeted interventions. How-
ever, identifying people with dementia is challenging. A
meta-analysis estimated that 61.7% of patients with
KU, 5/F, Pokfulam, Hong Kong SAR, China.
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Research in context

Evidence before this study
We searched PubMed for studies about dementia prediction
model published up to June 2023, using the search terms
“(dementia OR Alzheimer’s Disease) AND (predict*) AND
(model OR risk score)”, with the language restricted to English
and Chinese. Previous dementia prediction models were
constructed with either a clinical-driven selection of
established risk factors using traditional statistical models, or
a data-driven selection of features using machine learning
algorithms. Most models that achieved high performance
included cognitive assessments or apolipoprotein E [ApoE],
which are often not available in real-world data. Existing
models not including cognitive assessments showed
moderate performance with AUC/C-statistic ranging from
0.55 to 0.71. Most models did not consider the timing and
duration of specific exposures, which could be associated with
different risks of dementia. Moreover, previous models have
predominately been developed from Western populations.
Effective and practical models to predict dementia diagnosis
among Chinese older adults remain lacking.

Added value of this study
Using electronic health records of 159,920 individuals from
public hospitals in Hong Kong, this study developed general
and age-specific clinical algorithms to identify dementia.

Various prediction algorithms, including traditional logistics
regression and four state-of-the-art machine learning models,
were experimented based on the cognitive footprint theory.
Comparably satisfactory performances were observed
between models, with the best AUC of 0.780 observed in the
general population and 0.830 among people younger than
80. Antipsychotics, education, antidepressants, head injury,
and stroke were identified as the most important predictors
in the total sample. Additionally, selected important
predictors varied in age-specific models with cardiovascular
diseases and infectious diseases becoming prominent as age
increased, implying the need for implementing age-specific
models to improve prediction accuracy.

Implications of all the available evidence
The prediction algorithms developed in this study can serve as
an early screening tool for identifying individuals at increased
risk of dementia or already with undiagnosed dementia.
These prediction algorithms can be integrated into current
information system to facilitate clinical decision-making in a
cost-effective manner without collecting additional
information. Important predictors identified from our models
may enhance the current understanding of modifiable risk
factors of dementia that are potentially unique to the Chinese
population, which allows the generation of novel hypotheses.
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dementia have not been formally diagnosed.2 In Chi-
nese societies where the largest number of people living
with dementia reside, the diagnostic rate is even lower
with an earlier estimate of 93.1%.3 Therefore, there is an
urgent need to develop effective and practical models to
predict dementia diagnosis among Chinese older adults.
The model should be able to be embedded into the
current health information system without costing extra
resources. Additionally, important predictors identified
from the models can enhance the current understand-
ing of modifiable risk factors of dementia that are
potentially unique to the Chinese population, which al-
lows the generation of novel hypotheses.

Numerous prediction algorithms have been devel-
oped for all-cause dementia, Alzheimer’s disease, and
cognitive impairment. Earlier algorithms typically
adopted a knowledge-driven approach and were con-
structed with a limited number of established risk fac-
tors (e.g., age, education, apolipoprotein E [ApoE], and
cardiovascular diseases) based on Cox or logistic
regression models. Examples of these knowledge-driven
algorithms include Cardiovascular Risk Factors, Aging,
and Incidence of Dementia (CAIDE) Risk Score,4 the
Brief Dementia Screening Indicator (BDSI),5 the
Australian National University Alzheimer’s Disease
Risk Index (ANU-ADRI),6 and the ‘Lifestyle for Brain
Health’ (LIBRA) score.7 Nevertheless, algorithms con-
structed following the simplicity principle ignored the
complicated interactions of genetic and environmental
factors across the lifespan, as well as the timing and
duration of specific exposures, which limits their pre-
dictive abilities. Albeit simple, these risk scores may still
be difficult to calculate since key predictors such as
cognitive function, lifestyle factors (physical activity,
smoking, and alcohol consumption), social network,
and ApoE may not be available in existing data sources.
Unlike conventional modeling approaches that heavily
rely on parametric methods with strict assumptions,
machine-learning models have the capacity to address
complex interactions, non-linear and high-order effects,8

and to mitigate multicollinearity.9,10 More recently, re-
searchers have experimented with machine learning
models that incorporated a vast number, sometime
hundreds, of candidate predictors. Following a data-
driven approach, these newer models utilized as much
information as possible in a research cohort or real-
world database, but often without differentiating be-
tween exposures at different age periods. Although the
predictive power can be high, this approach can some-
times lead to the selection of relatively nuanced pre-
dictors that are symptoms and signs of critical
modifiable factors (e.g., leg fat percentage).11

Good evidence exists that certain risk factors
contribute to increased dementia risk at different life
periods.12,13 The 2020 report of the Lancet commission
summarized 12 modifiable risk factors for dementia
www.thelancet.com Vol 46 May, 2024
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(including less education, hypertension, hearing
impairment, smoking, obesity, depression, physical
inactivity, diabetes, low social contact, excessive alcohol
consumption, traumatic brain injury, and air pollution)
and suggested that exposures at earlier, mid- and late-
life may exert different effects on dementia.14 This
concurs with the cognitive footprint theory, which sug-
gests that people’s cognitive development is influenced
by a series of events as they progress from birth to
death.15 Age-related exposures constitute a subset of
cognitive footprints through the life span that may
interact and cumulatively affect cognition. It is, there-
fore, reasonable to hypothesize that considering the
timing of the cognitive footprints may provide addi-
tional information regarding the complex interplay be-
tween risk factors and dementia, and improve the
predictive power of prediction models for dementia.
This study aimed to utilize electronic health records to
develop dementia prediction algorithms following the
cognitive footprint framework, using both conventional
statistical and machine learning methods. The predic-
tion algorithm will be used to provide decision support
to identify patients with dementia cost-effectively.
Methods
Data source
We extracted electronic medical records from the Clin-
ical Data Analysis and Reporting System (CDARS), a
territory-wide database managed by the Hong Kong
Hospital Authority (HA). As a statutory organization,
the HA provides around 80% of inpatient services for
over 7.4 million Hong Kong residents. Patient data in
the CDARS include basic demographic characteristics,
diagnoses, treatments, procedures, laboratory test re-
sults and admission/discharge information. Data from
the CDARS have been used in previous dementia-
related studies and have been reported to be reliable.16

Medical records between 2000 and 2018 were
employed in this study. Data were pseudo-anonymized
to protect patient privacy and no patients were con-
tacted. The study was approved by the institutional re-
view board of The University of Hong Kong/Hospital
Authority Hong Kong West Cluster (UW 18–225).

Study population
A retrospective case–control study design was adopted
in this study. We included patients who visited the ac-
cident and emergency (A&E) departments or were
admitted to hospitals between 2010 and 2018. The de-
mentia group was defined as patients who 1) received
the first diagnosis of dementia of any kind between 2010
and 2018, including Alzheimer’s disease, vascular de-
mentia, Lewy body dementia or other kinds of dementia,
and 2) were over 65 years at the time of diagnosis. The
look-back period was set to ten years and patients with
any record of dementia between 2000 and 2009 were
www.thelancet.com Vol 46 May, 2024
excluded. The dementia diagnosis in CDARS was made
according to International Statistical Classification of
Disease and Related Health Problem (ICD) criteria of
the World Health Organization and ascertained by se-
nior specialists. Although imaging tests are ordered for
the majority of patients to support the diagnosis, they
are not routinely conducted. In our study, the diagnosis
of dementia was determined by the International Clas-
sification of Diseases, Ninth Revision, Clinical Modifi-
cation (ICD-9-CM) code of 290, 294.1, 294.2, 294.8,
331.0, 331.1, and 331.82. The date of the first diagnosis
of dementia was defined as the index date. Patients who
had records of A&E or hospital attendance between 2010
and 2018 but did not have any diagnosis of dementia
before the end of 2018 were identified as controls. Each
dementia case was 1:1 randomly matched with controls
by age, sex, and the date (month or year if controls were
not available) of medical attendance.

Predictors
All clinical records between January 1, 2000, and the
index date (fist diagnosis of dementia) were interrogated
to identify exposures to risk and protective factors of
interest. According to the cognitive footprint theory, age
at exposures was classified into three age periods: earlier
(21–45 years), mid (45–64), and late-life (≥65) as speci-
fied in the protocol published earlier.17 Only mid and
late life were considered in this study since the obser-
vation period before the dementia diagnosis was shorter
than 20 years. All factors were broken down into mid
and late-life factors, based on the exposure period,
except education.

The risk factors were divided into established
modifiable factors and other factors. Established modi-
fiable factors were determined based on the 2020 report
of Lancet commission, including diabetes mellitus, hy-
pertension, obesity, depression, head injuries, hearing
loss and less education.14 Smoking, physical activity and
social isolation, although included in the original report,
were not included in this study since they were not
available in hospital records. Education in the CDARS is
recorded in 5 categories: less than primary, primary,
secondary, tertiary education or above, and unknown. In
our study, less education was defined as people who
received less than primary or primary education. Our
preliminary analysis identified a high rate of missing
values in education, as this information is only collected
in psychiatric units. Missing value in education was
therefore coded as a separate category “Unknown”, and
therefore, less education was categorized as yes, no, and
unknown.

Other factors included in the analysis were factors
derived from established risk scores (stroke5 and
ischemic heart disease7) as well as exploratory factors
selected based on the cognitive footprint theory.17 These
exploratory factors encompassed selected vascular dis-
eases, infectious diseases, toxicity, nutrition deficiencies
3

http://www.thelancet.com


Articles

4

and medication. Toxicity included poisoning by drugs,
medicines, and biological substances, as well as toxic
effects of substances of a mainly non-medicinal source.
The disease diagnoses were determined by ICD-9-CM.
Supplementary Table S1 summarized the diseases and
their corresponding codes. Medication history of inter-
est included antidepressants, antipsychotics, lipid-
regulating drugs, anti-hypertensive drugs and diabetes
medications. Polypharmacy was measured as a medi-
cation count of five or more drugs at the same day,
which considered all medical prescriptions. Medication
prescription was identified by British National Formu-
lary (BNF) chapters (Supplementary Table S2).
Supplementary Table S3 compares factors derived from
CAIDE, BDSI, ANU-ADRI, LIBRA, and the Lancet 2020
report with factors included in our analysis.

Statistical analysis
We compared the sample characteristics between the de-
mentia group and control group using the Chi-squared
test for categorical variables. The sample was split into
two datasets: a training set and a testing set. In the
training set, 70% of dementia cases and the correspond-
ingly matched controls were randomly selected. The
remaining sample was assigned to the testing set. Two
reference models and four machine learning models were
developed using the training set. The reference models
were logistic regressions with established modifiable fac-
tors only and with all factors. Machine learning models
included least absolute shrinkage and selection operator
(LASSO), eXtreme Gradient Boosting (XGBoost),18 light
gradient-boosting machine (LightGBM),11,19 and Multilayer
perceptron (MLP). All candidate factors were included in
machine learning models. More detailed descriptions of
the selected machine learning models are available in
Supplementary Text S1. Ten-fold cross-validation was
performed to tune the hyperparameters.20 The list of
hyperparameters tuned in the models was listed in
Supplementary Tables S4 and S5.

Model performances in the testing set were evaluated
by the area under the receiver operating characteristic
curve (AUC), accuracy, sensitivity, specificity and
Cohen’s kappa. Because of the case–control design,
sensitivity, specificity, accuracy and Cohen’s kappa were
calculated using a default cut-off value of 0.5. Calibra-
tion was not conducted since our cohort was matched
and the case prevalence does not reflect the true popu-
lation prevalence of dementia. Feature importance
ranking of each machine learning model was computed
and the feature selection process was elaborated in
Supplementary Text S1. The best model were chosen
based on AUCs and Delong tests. SHapley Additive
exPlanations (SHAP) plot was adopted to visualize the
contribution of the 15 most important predictors from
the best performing model. A SHAP value above 0 in-
dicates an increased risk of dementia, and a SHAP value
below 0 indicates a decreased risk.
The best performing model selected for all patients
was further validated for patients in different sex and
age groups. We conducted subgroup analyses that
stratified participants by sex and age at diagnosis (<80,
80–84, 85–89 and ≥90 years). These age cutoffs were
chosen to ensure comparable numbers of individuals in
each subgroup (Supplementary Fig. S1). We classified
age periods of exposure using a 5-year cut-off (<65,
65–69, 70–74, 75–79, and ≥80 years) to examine
whether using more detailed timing of exposures can
improve the prediction accuracy and to compensate for
the limitation of not including age in the prediction
model. We also conducted sensitivity analyses that 1)
defined low education as people who received less than
primary education, and 2) defined polypharmacy as a
medication count of ten or more drugs. Data processing
and logistic regression analyses were conducted by R
version 3.4.1, and machine learning analyses were
conducted by Python version 3.9.13. Apart from
educational level, there were no missing values in the
analytical sample. When comparing the sample charac-
teristics, a two-sided p-value of <0.001 was considered as
statistically significant, determined by adjusting the
standard value of 0.05 using Bonferroni correction to
account for the 51 features being explored.

Role of the funding source
This study is supported by the Research Grants Council
of Hong Kong under the Early Career Scheme. The
funder did not participate in the writing of the manu-
script or the decision to submit it for publication.
Results
A total of 159,920 individuals with and without de-
mentia were included. The sample characteristics are
presented in Table 1 and Supplementary Tables S6 and
S7. The mean age at dementia diagnosis was 83.97
(SD = 7.38); 40.5% of participants were male. Dementia
patients had a higher prevalence of comorbidities
(except ischemic heart diseases, heart failure and cardiac
valve diseases), and prescribing rate of medications. The
missing value rate was high in education, particularly
for controls (92.5% in controls vs. 62.6% in cases).

Table 2 shows the performance of different predic-
tion algorithms. Compared with the reference model
that included only established risk factors (AUC: 0.689,
95% CI: 0.684, 0.694), the predictive power substantially
improved in the logistic model that included all factors
(AUC: 0.774, 95% CI: 0.770, 0.778). Machine learning
models with selected factors showed comparable per-
formance with the logistic model with all factors, with
AUCs ranging between 0.773 for LASSO and 0.780 for
MLP and XGBoost. The MLP model was chosen as our
final model due to its slightly higher value of AUC,
although the Delong test did not show significant su-
periority (Supplementary Table S8). Subgroup analyses
www.thelancet.com Vol 46 May, 2024
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Variables Control Case p Va

n 79,960 79,960 BC

Male 32,356 (40.5) 32,356 (40.5) – BC

Age 83.97 (7.38) 83.97 (7.38) – Ca

Low education <0.001 Ca

Yes 1189 (1.5) 5437 (6.8) St

No 4787 (6.0) 24,492 (30.6) St

Unknown 73,984 (92.5) 50,031 (62.6) He

Diabetes at midlife 985 (1.2) 1692 (2.1) <0.001 He

Diabetes at late-life 15,884 (19.9) 18,353 (23.0) <0.001 Ot

Hypertension at midlife 1363 (1.7) 1891 (2.4) <0.001 Ot

Hypertension at late-life 34,016 (42.5) 34,423 (43.1) 0.040 Dy

Obesity at midlife 36 (0.0) 31 (0.0) 0.625 Dy

Obesity at late-life 423 (0.5) 320 (0.4) <0.001 Ca

Depression at midlife 221 (0.3) 444 (0.6) <0.001 Ca

Depression at late-life 2442 (3.1) 4596 (5.7) <0.001 CB

Head injury at midlife 250 (0.3) 476 (0.6) <0.001 CB

Head injury at late-life 10,497 (13.1) 17,993 (22.5) <0.001 ET

IHD at midlife 728 (0.9) 697 (0.9) 0.425 ET

IHD at late-life 13,868 (17.3) 12,179 (15.2) <0.001 Inf

IHD: Ischemic heart disease; BCD: Bradycardias and conduction disease; CVD: car
other factors were summarized using counts and percentages. 2) p value was
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Model AUC (95% CI) Sensitivity Specificity Accuracy Kappa

Logistic model using established factors 0.6889 (0.6843, 0.6936) 0.511 0.813 0.662 0.324

Logistic model using all factors 0.7742 (0.7700, 0.7784) 0.591 0.859 0.725 0.450

LASSO 0.7726 (0.7684, 0.7768) 0.575 0.870 0.723 0.445

XGBoost 0.7801 (0.7760, 0.7843) 0.610 0.840 0.725 0.450

LightGBM 0.7775 (0.7733, 0.7816) 0.612 0.841 0.727 0.453

MLP 0.7803 (0.7762, 0.7844) 0.598 0.852 0.725 0.450

AUC: area under the curve; CI: confidence interval; LASSO, least absolute shrinkage and selection operator; XGBoost, eXtreme Gradient Boosting; lightGBM, light gradient-
boosting; MLP, Multilayer perceptron.

Table 2: Performance comparison of different prediction algorithms for identifying dementia in the test sample.
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models with established risk factors only. This un-
derscores the importance of considering medication
records when utilizing real-world data for dementia
prediction. The derived algorithms can be used during
any medical encounter of a patient to estimate the
patient’s likelihood of dementia using clinical records
that are available prior to the date of the counter.

The prediction accuracies of our models were slightly
lower than previous machine-learning studies that uti-
lized data from sources such as the OptumLabs Data
Warehouse, UK Biobank, and the Korean Longitudinal
Study of Aging.11,21,22 This difference may be attributable
to the lack of laboratory tests, cognitive assessments,
neurological examinations, imaging data or whole-
genome sequencing in our dataset. However, it is
important to note that our study was designed to
develop a practical dementia prediction algorithm that
can be implemented in existing health information
system to detect suspected dementia as early as possible
without collecting additional information. This is
different from the goal of improving diagnostic accuracy
when patients are already in the process of seeking help
Fig. 1: SHAP plot of the MLP prediction algorithm for dementia gen
larger the probability of developing dementia. A dot was created for each
predictors: red represented higher feature value, and blue represented lo
for dementia. Based solely on easily accessible pre-
dictors that are available in health records, our models
exhibited comparable or superior performance to exist-
ing studies that utilized primary care data. For example,
a German study that used claims data showed a C-sta-
tistic of 0.7123; and a US study which used diagnosis
records of comorbidities and symptoms obtained a
C-statistic of 0.63 for predicting dementia among those
aged ≥ 65.24

Age is strongly associated with the onset of dementia
and was shown to be the most important predictor in
existing dementia prediction models.25,26 Limited by the
case–control design where the cases and controls were
already matched by age, we did not include age as a
predictor in our models. To account for the potential
impact of age, we carried out subgroup analysis strati-
fied by the age of dementia diagnosis. This study design
built upon the fact that individuals do not age at the
same pace, which led to the distinction of chronological
and biological age; and that diseases and medications
may mediate the association between age and dementia,
allowing them to be surrogate markers for age.27,28 Our
erated from the training sample. The higher the SHAP values, the
patient and coded with gradient color representing the magnitude of
wer feature value.
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Fig. 2: Area under the receiver operating characteristic curve (AUC) of age-specific models in the test samples.
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models showed comparable predictive power compared
to other models including age.23,29 The findings sug-
gested that incorporating age-related predictors may
provide a more nuanced understanding of dementia risk
across the lifespan. Additionally, our subgroup analysis
showed that the discriminatory ability decreased as the
increase of age, which concurs with previous studies.26,30

There were two possible explanations for the results.
First, the very-old cohort might have missing informa-
tion regarding diagnoses and medications at younger
ages. Second, there are competing risks of dementia to
consider. In other words, the role of predictors on de-
mentia may diminish with age, as these factors were
significantly associated with other fatal diseases and
people did not survive until the diagnosis of dementia.31
Fig. 3: Top-15 important predictors ide

www.thelancet.com Vol 46 May, 2024
Further research might need to consider the competing
risk of dementia.

Additionally, our findings revealed variations in the
factors selected among the models for different age
groups, which highlighted the need for age-specific
prediction algorithms for dementia. For individuals at
a younger age, stroke, neurological or psychological
diseases and medication use were more important in
predicting dementia; while as age increased, cardiovas-
cular diseases and infectious disease become more
prominent. The increased importance of cardiovascular
diseases might be attributed to different subtypes of
dementia, where the very-old patients may be more
likely to be diagnosed with vascular dementia, given
their high risk and prevalence of cardiovascular
ntified in each age-specific model.
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diseases. The vascular factors have been linked to brain
vascular lesions, which contribute to brain atrophy and
trigger neurodegeneration process by resulting in amy-
loid deposition or activating an autoimmune
response.32,33 The finding underscores the vascular
health in maintaining cognitive function among older
people. In terms of infections, previous studies also
found that the risk of dementia following infection
increased with age.34,35 This finding might be explained
by immunosenescence and inflammaging, which re-
sults in an increased susceptibility of recurrent and
more severe infections and in turn a greater chance of
developing dementia caused by accumulated systematic
inflammation or vascular damage.36,37

Our studies revealed that factors such as less edu-
cation, depression, hypertension and head injury were
significant associated with dementia diagnosis. This
further verified previous findings on established modi-
fiable factors for dementia.14 Notably, we found hyper-
tension at late-life was associated with a reduced risk of
dementia, which contradicted the idea that hypertension
is a risk factor for dementia. However, existing research
remains inconsistent regarding the relationship be-
tween late-life hypertension and dementia.38 One
possible explanations of our finding might be an
increased mortality in older adults who had hyperten-
sion, while case patients were not old enough to be
diagnosed with dementia.39 Depression at late-life did
not show a clear pattern on the risk for dementia. The
results might be attributed to the fact that depression is
commonly underdiagnosed, particularly in Hong Kong
where mental illness remains largely misunderstood,
and may be part of the clinical profile of dementia.40,41

Several measures of medication history were found
to significantly contribute to our dementia prediction
algorithms. One of the most important features for
identifying dementia was late-life antipsychotic pre-
scribing, which may indicate prodromal symptoms of
dementia, since antipsychotics are often used to alleviate
behavioral and psychological symptoms associated with
dementia.42 Additionally, exposures to antidepressant,
diabetic drugs and lipid-regulating drugs were found to
be important, potentially serving as markers of the
presence and/or the severity of diabetes, dyslipidemia
and depression, both of which are established risk fac-
tors for dementia.14 Anti-hypertensive drug contributed
to decreased probability of dementia for most in-
dividuals. The results were consistent with a meta-
analysis that found anti-hypertensive treatment was
significantly associated with reduced dementia risk
among patients with hypertensive level of blood pres-
sure.43 Exposure to polypharmacy at different age pe-
riods was also identified as a key feature in the total
sample and three subgroups. A meta-analysis has
shown that simultaneous use of multiple medications is
associated with a higher risk of dementia,44 which may
be due to drug–drug interactions and additive side
effects, or even drug–disease interactions where medi-
cation used to treat one disease may worsen the condi-
tions of other diseases.45 Researchers also noticed that
patients with polypharmacy had a higher tendency for
potentially inappropriate medication administration and
a lower adherence to prescribed schedule, which may
increase the risk for dementia.46,47

Late-life stroke and other cerebrovascular disease
were identified as significant contributors to dementia
prediction, consistent with earlier studies that found
them to be main determinants of cognitive impair-
ment.48,49 Late-life ischemic heart disease was found to
contribute to decreased probability of having dementia,
which may be due to our controls being patients who
had hospital or A&E attendance and who had a higher
prevalence of IHD (17.3%) than dementia cases
(15.2%). Lipid-regulating drug contributed to increased
probability of dementia for most individuals, suggesting
that the potential protective role of statin remains
debatable.50 Nutrition deficiency contributed to an
increased probability of dementia. Some studies postu-
lated that severe nutrition deficiency may be a mani-
festation of dementia,51 as cognitive impairment might
alter lifestyle behaviors several years prior to diagnosis
of dementia.52 In conclusion, further research is needed
to better understand the impact of these factors on
dementia.

Some limitations of our study should be noted. First,
the case–control study design, in contrast to cohort
design, may not provide an accurate reflection of the
prevalence of dementia in the real-world. As age and sex
were used to match the control cohort, they could no
longer be included in the prediction model, despite
being previously identified as important predictors of
dementia. We opted for the case–control design due to
practical barriers in accessing the entire CDARS data-
base. However, the case–control design does allow for
the estimation of the age-specific likelihood of having
dementia at the time of a clinical encounter. Second, our
study only included patients who had hospital or A&E
attendance. Mild cases being underdiagnosed or
attending community outpatient clinics and patients
using private healthcare services may be incorrectly
included in the control group. Besides, misclassification
bias may exist as the diagnosis of morbidities and de-
mentia relies on ICD-9-CM, and are subject to the
clinical context of Hong Kong.53 However, this would
only lead to the underestimation of the effects of risk
factors and decrease our discriminatory capacity. Third,
medication history relied on medical prescription, while
there is no information available regarding the actual
intake of drugs. Fourth, our prediction algorithms were
derived from Hong Kong older adults who used public
healthcare services and had more severe medical prob-
lems which resulted in in-patient stays or A&E visits.
They cannot be applied to a new patient who do not have
any medical records, and the generalizability of our
www.thelancet.com Vol 46 May, 2024
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findings in other populations needs to be tested. Fifth,
our measure of midlife factors might be biased since for
very-old patients, information regarding disease diag-
nosis and medication use at midlife might be missing.
Therefore, further research with more robust and
complete medical records in Chinese people and other
populations is warranted. Sixth, although we tried to
unpack the “black-boxes” of machine learning models
by using SHAP plot to visualize the contribution of each
feature to the likelihood of having dementia, it still does
not provide information of the exact effect size as odds
ratio. SHAP plot only provides locally accurate attribu-
tion values for each feature within the model.54 Finally, it
is important to note that dementia encompasses
different subtypes, such as Alzheimer’s disease and
vascular dementia, among others, and subtype-specific
models may have improved predictive accuracy. How-
ever, the subtype of dementia was not always recorded at
the first diagnosis in real-world data. In our study
sample, only 13.4% (N = 10,710) and 6.9% (N = 5480) of
patients were coded as having Alzheimer’s disease and
vascular dementia, respectively, at the time of their
initial diagnosis. Consequently, we considered only de-
mentia of all kinds in this current analysis.

In conclusion, we developed prediction algorithms of
dementia for overall population and by age groups based
on cognitive footprint of medical history. The prediction
algorithms varied by age groups, in terms of the best
machine learning model and important predictors,
indicating the need for tailored dementia prediction
models in different subpopulations. The models may
aid physicians and health service planners with risk
detection of dementia in a cost-effective manner.
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