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Abstract: Using secondary database analysis, we tested whether the (implicit) familiarity of eliciting
noun-cues and the (explicit) vividness of corresponding imagery exerted additive or interactive
influences on verbal learning, as measured by the probability of incidental noun recall and image
latency times (RTs). Noun-cues with incongruent levels of vividness and familiarity (high/low;
low/high, respectively) at encoding were subsequently associated at retrieval with the lowest recall
probabilities, while noun-cues related with congruent levels (high/high; low/low) were associated
with higher recall probabilities. RTs in the high vividness and high familiarity grouping were
significantly faster than all other subsets (low/low, low/high, high/low) which did not significantly
differ among each other. The findings contradict: (1) associative theories predicting positive monotonic
relationships between memory strength and learning; and (2) non-monotonic plasticity hypothesis
(NMPH), aiming at generalizing the non-monotonic relationship between a neuron’s excitation level
and its synaptic strength to broad neural networks. We propose a dualistic neuropsychological
model of memory consolidation that mimics the global activity in two large resting-state networks
(RSNs), the default mode network (DMN) and the task-positive-network (TPN). Based on this
model, we suggest that incongruence and congruence between vividness and familiarity reflect,
respectively, competition and synergy between DMN and TPN activity. We argue that competition or
synergy between these RSNs at the time of stimulus encoding disproportionately influences long
term semantic memory consolidation in healthy controls. These findings could assist in developing
neurophenomenological markers of core memory deficits currently hypothesized to be shared across
multiple psychopathological conditions.
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1. Introduction

Consider the following scenario: You forgot the password for your online banking account.
Fortunately, you left yourself a password hint: “childhood telephone number”. You used the number
for many years. Yet, even though it felt so familiar, you could recall it only after experiencing a
vivid image of yourself dialing it on your old rotary dial phone. This vignette simplifies the vivid
incidental recall (VIR) effect. This effect has been replicated in experiments where participants are
tasked with generating the visual mental images corresponding to a list of cuing object-nouns, and,
after an intervening task or rest delay, they are surprised with the request to recall the words. The cues
which correspond to relatively higher subjectively vivid images generally yield a higher probability of
being successfully retrieved during unexpected recall [1–4].

Yet, the neurocognitive processes or variables underpinning effects, such as VIR, have not been
addressed directly in terms of underlying memory mechanisms. A possible link can be made with dual
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process theories of recognition memory, according to which retrieval can take two forms: a recollection
of contextual and qualitative details, or a subjective feeling of familiarity about the stimulus in
question [5,6]. For stimuli to be recalled during an incidental recall task, the memory of the stimuli
must be retrieved with its associated qualitative details, and therefore, must rely on the recollection
process of recognition memory. On this account, VIR could occur because more vivid mental imagery
strengthens the process of recollection, resulting in higher scores in incidental recall tasks. However,
these theories also imply that another key factor should be involved in the vivid incidental recall effect,
namely, previous and repeated exposure to the given stimulus, in this case, the familiarity associated
with word cuing mental imagery and recall [7]. Still, it is unclear whether a level of familiarity strength
similar (or congruent) to that of the vividness in the underlying representation may increase or reduce
the success of its recollection, thereby modulating the extent of VIR effects. In other words: Are two
different types of relatively weak encodings better than a single relatively strong one for consolidating
the same memory? To rephrase in terms of our opening anecdotal vignette: Would we still be able
to recall our password hint successfully if we had a vivid image of dialing it, but the number itself
lost its familiarity? Would this incongruence between the level of familiarity and vividness hinder
recollection? This question is the focus of this paper.

According to associative theories, such as Paivio’s dual coding theory, two memory representations
should have cooperative effects on the probability of accurate incidental retrieval [8]. That is, the relative
strengths of two memory representations should be additive and should always yield a higher
probability of reinstating recollection of the original stimulus during incidental recall. Accordingly,
having only one strong encoding should be equivalent to having two different weak ones, and two
strong encodings will always be better than two weak ones. Hence, the success of incidental retrieval
should increase monotonically with the strength of the memory representation.

Most recently, however, accounts based on the neurobiology of learning and memory challenged
associative explanations. In particular, the non-monotonic plasticity hypothesis (NMPH) holds that
learning effects (recall accuracy) vary as a non-monotonic function of the amount of excitation associated
with competing memory representations [9]. Specifically, NMPH predicts that strong learning effects
result from overwhelmingly high levels of excitation in one of the two competing representations;
poor learning effects result from moderate excitation in both representations, while no learning effects
result from low levels of excitation overall [10]. That is, two strong encodings or a strong single
one will always better than two weak ones, but two moderately intense encodings will result in
the worst learning outcome. As a result, the neural strength of memory representations should be
non-monotonically related to the probability of accurate incidental retrieval.

While the NMPH proposes a theory of memory formation and learning, it is first and foremost a
neurobiological theory that is rooted at processes taking place at the level of the neuron. It is still unclear
whether theories of synaptic strengthening, such as the non-monotonic plasticity hypothesis, are useful
frameworks to utilize when modeling higher order phenomenon, such as memory consolidation and
retrieval. Recent work using large functional brain networks have identified clear functional and
spatial differential specialization for both memory consolidation and memory retrieval processes. More
importantly, clear differences in neural specializations are observed when assessing the influence of
the accuracy of memory retrieval (performance) as compared to the cortical activation observed at the
time of encoding and retrieval [11,12].

A related, known challenge for theories which attempt to reduce the content of recollections to
relatively simple neural mechanisms is that they do not adequately describe the relationships between
phenomenal consciousness, for example, in the present context, what seems phenomenally available
in imagery (i.e., vivid), and what is ultimately accessed in the underlying memory representations
(see [13] for the general argument). This is indicative that building robust and replicable models of
memory processes at the level of large functional brain networks can provide insightful analysis that
may be able to bridge the gap between the phenomenal, the behavioral, and the neural.
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Over the last decade, large functional brain networks have been reliably identified across a
variety of independent cognitive states using both functional magnetic resonance imaging (fMRI)
and Electroencephalography (EEG). These large functional brain networks, coined resting-state
networks (RSNs), have been shown to be accurate biomarkers for different states of consciousness, and
more importantly accumulating evidence suggests that abnormal RSN activation patterns underly
numerous psychopathologies [14,15]. A growing consensus suggests that functional brain activity
can be divided into two anti-correlated RSNs: namely, the default mode network (DMN) and the
task-positive-network (TPN) [16]. The DMN is generally referred to as a baseline state or a mind
wandering state that involves dynamic activity between multiple cortical and subcortical areas that
principally involves the medial temporal subsystems (hippocampus, parahippocampal cortex, and
retrosplenial cortex), and the dorsal medial subsystems (dmPFC, TPF, and the temporal pole) [17].
Functionally, the DMN is thought to be responsible for the regulation of emotional processing,
self-referential mental activity, and the recollection of prior experiences [18]. The TPN is generally
considered to reflect externally mediated cognition that involves activity in a number of subsystems,
including the dorsal attention network (intraparietal sulcus, sections of the precentral and frontal
sulcus, and middle frontal gyrus), the posterior visual network (retinotopic occipital cortex and the
temporal-occipital region), the auditory–phonological network (bilateral superior temporal cortex),
and the motor network (regions of the precentral, postcentral, and medial frontal gyri, the primary
sensory-motor cortices, and the supplementary motor area) [19].

The literature on the role of RSNs in incidental recall paradigms is sparse. One study has
investigated the role of RSNs in the incidental retrieval of episodic memories, concluding that relative
deactivation of the DMN results in poor incidental recall scores at the time of retrieval [20]. These
results confirm the function of the DMN, namely that suppressing it serves to reduce task-irrelevant
processing during sensory intensive tasks. While brain activity during incidental recall appears to
be TPN dominant (given the high attentional demand of such a task), little is known about how
RSNs influence incidental recall at the time of encoding. According to Craik and Lockhart’s levels of
processing effect, accurate incidental recall of semantic memories is strongly influenced by modulatory
variables at the time of encoding. For example, the familiarity of a semantic memory will influence the
accuracy by which it can be successfully incidentally recalled [5]. Additionally, memories with greater
mental imagery vividness also tend to be recalled at a higher percentage as imagery vividness is often
tied to emotional salience [21]. Such modulatory variables are thought to influence the dominant RSN
activation pattern at the time of memory encoding [22,23].

Despite the generalized anti-correlated nature of the DMN and the TPN, significant variation
in task-dependent RSNs have been observed in both experimental conditions involving healthy
controls [24,25] and in numerous psychological disorders [26–36]. Task-based RSN variation in healthy
controls is thought to represent inherent genetic variability [37], with some individuals demonstrating
dominant TPN activation, others demonstrating dominant DMN activation and some reporting mixed
RSN activation for a given task.

One such task that elicits large individual variation in dominant RSN activation is visual mental
imagery. Very recently, it has been shown that individuals capable of highly vivid imagery visualization
capabilities overwhelmingly utilize the TPN, while individuals with low mean vividness ratings
overwhelmingly utilize the DMN [38]. Similarly, in memory recognition paradigms the strength
associated with stimulus familiarity demonstrates a dichotomous RSN activation pattern. Specifically,
individuals with strong familiarity judgments at the time of stimulus presentation demonstrate a
dominant TPN activation, and individuals with weak familiarity judgments demonstrate a dominant
DMN activation [39]. Research on the relationship between the strength of neuropsychological variables
(in this case familiarity and vividness), at the time of stimulus encoding, and their corresponding RSN
activation is of critical importance to understand how learning occurs at the level of large-scale neural
networks. Our study is among the first to investigate how the strength associated with traditional
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modulatory psychological variables affects RSN activation and whether differential RSN activation has
significant effects on memory consolidation.

In the present study, we report a secondary data analysis on a corpus of cuing-nouns, which
examines how the naturally varying strength of word familiarity and imagery vividness influences
performance in an incidental free-recall task. We entertain a novel theory as to how VIR can be
explained, incorporating aspects of both dual-rote associative models and neurobiologically-inspired
NMPH. We propose that VIR is best explained by a dualistic neuropsychological model mimicking the
global activity in two large RSNs, the DMN and the TPN. Our proposed model of memory consolidation
posits that it is not solely the strength of neuropsychological variables that influences future memory
consolidation, it is the dominant pattern of RSNs at the time of encoding that accounts for most of the
variability in memory consolidation scores. We hypothesize that dominant RSN activity plays a critical
role in memory consolidation given the substantial findings in the clinical literature which demonstrate
that abnormal RSN connectivity, particularly high frequencies of DMN and TPN activation, result
in memory deficits [24–34]. As a result of these findings, our model hypothesizes that conditions in
which stimulus encoding reflects competing activation of DMN and TPN will result in poor memory
consolidation scores. That is, two encodings, even if weak, will result in better learning outcomes
compared to a mix of one strong and one weak encoding.

The approach of testing our dualistic RSN neuropsychological model of memory consolation
by relying on psychological evidence is supported by previous research which has established
that some psychological variables of low strength have the ability to selectively engage the DMN,
while other psychological variables of high strength have the ability to selectively engage the
TPN. Overall, our study aimed to investigate how RSN variability at the time of encoding affects
memory consolidation, as measured by scores on an incidental recall task. We expected to find that
higher RSN variability/competition, represented by noun-cues associated with mixed scores on our
neuropsychological variables (low vividness and high familiarity, or vice versa), would be associated
with poor memory recall, whereas congruent levels (high vividness and high familiarity; low vividness
and low familiarity) would be associated with higher memory recall (Figure 1).
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Figure 1. Schematic depicting the dualistic resting-state networks (RSN) neuropsychological model
of memory consolidation. The model depicts its predicted memory consolidation score in relation to
the three possible combinations of variable strength at the time of encoding. The width of the arrows
indicates the strength of the variables at encoding.
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The proposed analysis permits us to contrast our predictions using our dualistic RSN
neuropsychological model with those derived from Paivio’s dual coding theory and the NMPH,
as they relate to VIR. Since as mentioned, NMPH proposes to explain (i.e., reduce) retrieval in terms of
basic neurobiological mechanisms, such a framework, can be extended by incorporating current brain
imaging research which indicates that higher mental imagery vividness ratings are associated with an
overall increase in neural excitability in the relevant cortical areas [40]. Similarly, familiarity related
cortical regions, such as the left angular gyrus, have been shown to increase in neural excitability
when participants report that a memory is experienced as more familiar [41]. Thus, relating the above
neural excitability patterns with the observed memory performance, if NMPH were to be correct,
we would expect higher recall probabilities from noun-cues associated with high vividness and high
familiarity ratings (high neural excitability). We would expect low recall probabilities from noun-cues
associated with low vividness and high familiarity ratings or vice versa (moderate excitability), and we
would expect average recall probabilities from noun-cues associated with low familiarity and low
vividness ratings (low neural excitability). In contrast, if Pavio’s dual coding theory were to be correct,
we would expect that a higher probability of recall would manifest when both types of memory
representations, imagery vividness and imagery familiarity, are strengthened. The recall probability
should increase monotonically in relation to the strength of both imagery vividness and imagery
familiarity (for comparison of model predictions see Figure A1).

2. Method

2.1. Design and Analytic Strategy

The present investigation consisted of secondary analyses of a corpus of well-characterized
stimuli. The analyses involved a by-item approach followed by a confirmatory linear mixed logistic
regression model.

In the by-item analysis, we applied a mixed ANOVA model on the means of recall probability
and incidental noun recall and image latency times (RTs) for the stimulus words collapsed across
all participants. This procedure, which is ordinarily the most widely used for by-item analysis [42],
permits to avoid violating the assumption of independence needed to perform statistical hypothesis
testing. By averaging all observations for each stimulus word, it was ensured that only one instance of
a participants’ data was used per stimulus word. Thus, the stimuli were the units of analysis, as they
were treated as random variables (as if they were “subjects”). The generalizability of results, therefore,
referred to both subjects and items populations, washing out individual difference effects (see [42]).

To confirm the ANOVA model, the linear mixed logistic regression approach consisted of analyzing
each individual observation nested within participants and stimuli, instead of comparing the averaged
responses by stimulus word. This supplementary method was adopted because of its ability to account
for within-subjects effects, thereby enabling statistical testing within and between subjects without
violating the assumption of independence, further allowing for stronger statistical power than the
ANOVA model. (For details on the particular use of linear mixed regression models followed here
see [43]).

The database used in this study is available on the archived website [44].

2.2. Stimuli

2.2.1. Initial Stimulus Selection

Fifty noun cues were selected from an initial body of 150 noun description-cues from previous
extensive research [3,45–48]. The selection of the nouns for inclusion in the present database was
operated through a series of stages. The first stage was one of data reduction to minimize the possibility
of confounding attributes. The stimuli in the initial set were saved with an id number and variable
columns of attribute variables in an excel file and successively underwent a series of automatic match
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via the merge command using IBM SPSS Statistics version 25 (Chicago, IL, USA) with regards to noun or
compound word frequency, imageability, concreteness, emotional valence (all neutral), and readability
attributes all drawn from updated online version of the dictionary file from the Medical Research
Council (MRC) Psycholinguistic Database Version 2.0 (MRC2.DCT) [49].

The processed items included single and two-noun descriptions comprising both animate (e.g., dog,
cat) and inanimate objects (e.g., car, bottle). To be included in the final database, the stimuli had to be
above the mean imageability concreteness and meaningful attributes. All MCR values lie in the scaled
range 100 (actual rating of 1) to 700 (actual rating of 7) with the maximum entry of 660 (i.e., 6.6), a mean of
490 (i.e., 4.9) and a standard deviation of 99 (i.e., 0.99). Extensive research in our lab revealed no reliable
differences between these two subsets of stimuli in terms of the vividness or latency of elicited imagery.
Other secondary analyses indicated that these descriptions are generally rated as relatively emotionally
neutral, with negligible inter-item variability along a simple emotional rating scale [50]. These stimuli
underwent further automatic merge and selection for several other aspects known to have potentially
confounding correlations with other factors in the study. Verbal cues with higher concreteness levels
are recalled at significantly higher rates [51,52]. Imageability, which refers to how easily a mental image
can be generated from a word, correlates with concreteness [53]. We used the norms reported in the
MRC2.CTC to confirm and validate that the selected cuing words had approximately the same scores
on these factors [54]. This indirectly controlled for age of acquisition (average age a word enters a
subject’s lexicon), as the latter is very strongly predicted by both imageability and concreteness [55,56].
Nonetheless, we still used age of acquisition score norms from the MRC Psycholinguistic database
to check for potential confounding effects. All diagnostic analyses showed age of acquisition had no
significant or relevant effects. Hence, this variable was dropped from further analysis. At the end of
this initial stage, only sixty descriptions were retained.

The second stage involved the collection of direct vividness ratings from raters as part of an
imagery and incidental recall experiment using the sixty items which survived the first selection stage.
It is important to point out that the MRC2.DCT does not contain vividness norms for the body of
nouns contained in it. The procedure and protocol used in the stage are described in detail in the
following section.

2.2.2. Vividness Rating Procedure

Since vividness was our main independent variable and was not derived from commonly available
databases, we here report a summary of the rating procedure used to obtain the corresponding data for
the sixty stimuli which survived the first selection stage, which is graphically represented in Figure 2A.
This protocol was modeled after the paper and pencil procedures used in the normative studies
merged in the MRC2.DCT (additional details of the experimental procedures can be found in [3]). The
protocol was approved by the Carleton University Research Ethics Board, in strict adherence with the
Tri-Council Policy Statement: Ethical Conduct for Research Involving Humans [57].

Sample of Vividness Raters

Participants serving as raters were 26 first-year university students (age range = 17–25; 14 female
and 12 male). None had participated in an imagery study before. Participants signed up through a
subject pool within 3 weeks of beginning introductory psychology courses, with 2% credit toward
their final grade used as an incentive. No significance was found for gender or age against any factors,
so these variables were dropped from further consideration. Participants under the age of 18 had to
provide a written informed consent letter signed by their legal guardian to participate.

Image Generation Phase

Participants were seated facing a computer monitor and pressed the right mouse button to begin
each trial. Upon clicking the mouse, an alerting beep was sounded, followed 250 ms later by the
display of a noun-cue at the center of the screen. Participants were instructed to read the cue silently
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and as quickly as possible. They were immediately asked to generate an image that corresponded
to the noun-cue. When participants felt that their mental image generation was at its most vivid
state, they pressed the right mouse button. Upon pressing the button, another alerting beep was
sounded, followed 250 ms later by a horizontal array of seven choices appearing near the bottom of the
screen. From left to right, each button was labeled with one of seven vividness level descriptions in a
seven-point scale format: ((1), “no image”; (2), “very vague/dim”; (3), “vague/dim”; (4), “not vivid”; (5),
“moderately vivid”; (6), “very vivid”; and (7), “perfectly vivid”), as seen in previous research [47,58].
Participants were familiarized with the rating system during pre-test practice sessions. Participants
used the mouse to click on one of these seven buttons and were instructed to rate any failure to generate
an image as a “no image.” There was no deadline for their response.
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Figure 2. Schematic depicting the overall design of the imagery-generation incidental recall task. (A)
Participants pressed the right mouse button to begin each trial (1). Upon clicking the mouse, an alerting
beep was sounded, followed 250 ms later by the display of a noun-cue at the center of the screen (2).
Participants were instructed to read the cue silently and as quickly as possible. They were immediately
asked to generate an image that corresponded to the noun-cue (3). When participants felt that their
mental image generation was at its most vivid state, they pressed the right mouse button (4). Upon
pressing the button, another alerting beep was sounded, followed 250 ms later by a horizontal array of
seven choices appearing near the bottom of the screen (5). From left to right, each button was labeled
with one of seven vividness level descriptions in a seven-point scale format: ((1), “no image”; (2), “very
vague/dim”; (3), “vague/dim”; (4), “not vivid”; (5), “moderately vivid”; (6), “very vivid”; and (7),
“perfectly vivid”). Following the vividness response during the rating procedure, the array of buttons
disappeared, and the display reverted back to a screen instructing the participant to click the mouse
when they were ready to begin the next trial (6). A minimum of 5 s was needed between vividness
response and the start of the next trial. (B) After completing the image generation phase, participants
were told to take a break and fill out paperwork, including a debriefing session. (C) Exactly 30 min
from their last trial, participants were asked to recall as many of the noun cues as possible on a blank
excel spreadsheet (7).

Stimulus Familiarity Matching and Diagnostic Procedure

The third stage of the selection involved finding a complete archival match of familiarity for
the sixty stimuli, again using the MRC2.DCT and using the same merging procedure outlined in
Section 2.2.1. to consolidate the present database. MRC2.DCT is an online dictionary file being
provided for public research use along with some programs which can be used either to access the
dictionary or as examples on which to model programs which match users’ specific needs. The
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dictionary file does not contain any information which is original to it but was assembled by merging
a number of smaller databases published in the psycholinguistic and imagery literature [59]. The
original procedure for rating the items consisted of paper and pencil protocol similar to the one we
used, albeit in computerized form. In the original norms, the equivalent range of the ratings was 1.00 to
7.00. This database dictionary differs from other machine usable dictionaries in that it includes not only
syntactic information but also psychological data for the entries. The file contains 9392 words which
possess imagery and other attributes and familiarity ratings except for vividness. The columns 26 to
28 labeled as “FAM” Familiarity stands for ’printed familiarity’. The FAM values were derived from
merging three sets of familiarity norms: Paivio, Yuille and Madigan, Toglia and Battig, and Gilhooly
and Logie [60–62]. The method by which these three sets of norms were merged is described in detail
in Appendix 2 of the MRC Psycholinguistic Database User Manual [63]. FAM values lie in the range
100 to 700 with the maximum entry of 657, a mean of 488, and a standard deviation of 99: Note that
they are integer values.

The fourth and final stage involved analysis of the distribution of the vividness and familiarity
values to avoid range restriction and diagnostics to eliminate outliers. The latter stage narrowed the
final number of stimuli in the database further to fifty.

Filler Stimuli

In addition, we selected ten other noun-cues from previous earlier research (Paivio, Yuille,
and Madigan in 1968) to use as buffer items during the incidental recall phase of the experiment (i.e., to
filter out recency and primacy effects during recall) [60]. The sixty cues were presented in random
order, preceded by 4 buffer noun-cues and followed by 4 other buffer noun-cues (which were presented
in a fixed order).

2.3. Dependent Variables

2.3.1. Image Latency Times Measure

A main dependent variable in our study was image latency time. Following the vividness response
during the rating procedure, the array of buttons disappeared, and the display reverted back to a
screen instructing the participant to click the mouse when they were ready to begin the next trial. In an
effort to minimize imagery persistence between trials, stimuli were presented in random order with a
minimum inter-trial interval of 5 s, as was done in Craver-Lemley and Reeves [64]. Participants were
not informed that latency times (RTs) were covertly measured from when the stimulus was presented
to when they gave the first response prompting the appearance of the vividness buttons screen (see (4)
in Figure 2). Button presses were justified as the way of communicating to the experimenter a complete
image was formed, which was ready to be rated, and prompted the appearance of the vividness
scale buttons.

2.3.2. Free Incidental Recall Measure

The main dependent measure in our study was correct recall rates of the noun cues presented
during the vividness rating procedure. After completing the image generation phase, participants
took a 20 min break. Afterward, they were asked to return to the lab to fill out additional paperwork,
to receive course credit, and complete the debriefing process. Prior to the image generation phase,
participants had not been informed that they would be required to recall any of the stimuli. Upon their
return, precisely 30 min from the end of the image generation phase, they were asked to complete the
incidental recall task, wherein they were required to recall and record as many of the previously read
noun cues as possible on a blank excel spreadsheet.

Each phase of the previously described procedures was exclusively conducted by one of two paid
undergraduate research assistants. Both research assistants received training in their module, yet were
unaware of the specific purposes and hypotheses of the study.
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3. Results

In this section, before reporting the results related to the main hypothesized effects, we describe
the characteristics of the by-item analysis in terms of descriptive and correlational statistics.

3.1. Stimuli Characteristics: Descriptive and Correlations

For an illustration of the relationship between variables, tables are shown in the following section.
Table 1 contains descriptive information of the variables under considerations, including scores of the
variables measured. Table 2 shows the correlations between all variables.

Table 1. The descriptive information of the experimental variables.

Variables M SD Min Max

Vividness mean 5.26 0.52 3.99 6.12
RTs (ms) 3892.59 524.24 2692.87 5271.39

Familiarity mean 5.60 0.74 3.82 6.84
Recall probability 0.40 0.22 0.08 0.9231

Vividness and familiarity ratings: Min = 1 to Max = 7. RTs = Image latency times in milliseconds.

Table 2. Pearson Correlations between the experimental variables.

Variables Vividness Reaction Time Familiarity Recall Probability

Vividness −0.39 ** 0.48 ** −0.16
Reaction time −0.39 ** 0.04 −0.01

Familiarity 0.48 ** 0.04 0.01
Recall Probability −0.16 −0.01 0.01

** p < 0.001 (2-tailed).

3.2. Mental Imagery Vividness and Familiarity

The mean vividness score across all noun-cues significantly correlated with each noun-cue’s
familiarity rating (rp (50) = 0.48, p (two-tailed) < 0.001, ηp

2 = 0.23), as shown in Table 2. This correlation
confirms the relationship between vividness and familiarity posited by previous research, suggesting
that our dataset demonstrates the typical relationship observed between the two variables [7].

3.3. Mental Imagery Vividness and Reaction Time

The mean vividness score across all noun-cues significantly correlated with each noun cue’s mean
reaction time (rp (50) = −0.39, p (two-tailed) < 0.001, ηp

2 = 0.15), as shown in Table 2. This correlation,
known as the “vivid-is-fast” phenomenon, has been observed in previous research and therefore helps
to validate our experimental dataset [65].

3.4. Effects of Resting State Networks on Learning Outcomes

3.4.1. By-Item Analysis Approach

Following our hypotheses, to assess how RSN activation pattern’s influence mean recall probability
across noun-cues, we devised a one-factor ANOVA with three levels, each representing distinct resting
state activation patterns. As was described in the introduction, when a dominant DMN activation is
observed in human participants, both mental imagery vividness and object familiarity are experienced
consciously as a weak stimulus. Inversely, when a dominant TPN activation is observed, both mental
imagery and object familiarity are experienced consciously as a strong stimulus. Given this relationship,
it is possible to infer how RSNs affect learning outcomes by investigating the relationship between mean
familiarity, mean vividness, and mean recall probability ratings. Applying a widely-used continuous
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variable partitioning technique [66], we created a variable with three levels that aimed to represent
the following three distinct resting state network activation patterns: 1. TPN dominant activation
(composed of noun cues which have high vividness and high familiarity ratings); 2. Mixed TPN and
DMN activation (composed of noun cues with high vividness/low familiarity or low vividness and
high familiarity); 3. DMN dominant activation (composed of noun cues with low vividness and low
familiarity ratings). The decision to create a three-leveled variable characterized by the strength of mean
familiarity and mean vividness scores was influenced by the NMPH model utilized in Norman and
Newman [9]. In their model, the moderate/mixed level is of critical importance to assess non-monotonic
relations between the strength of a stimulus and subsequent learning outcomes. For this reason, we
judged that three levels would be ideal given that this number of levels would adequately contrast
differences between states of stimulus competition (high/low) and states of stimulus collaboration.
The descriptive information detailing the relationship between the resulting RSN variables and recall
probability is shown in Table 3.

Table 3. Descriptive statistics of total noun-cues recalled (in percentages) as a factor of resting state
network type.

Descriptive

Variables N M SE Min Max

TPN dominant 18 0.40 0.06 0.08 0.92
Mixed 14 0.27 0.04 0.08 0.58
DMN

dominant 18 0.49 0.04 0.15 0.77

The percentage of noun-cues recalled for each of the three RSN levels were entered on a 1 (recall
probability) × 3 (RSN levels: low, mixed and high activation) one-way ANOVA. This procedure
yielded a significant effect of resting state network type on recall probability (F(2,47) = 4.51, p = 0.016).
Additionally, the ANOVA resulted in a large effect size, ηp

2 = 0.16 indicating that 16% of the
variance in recall probability is attributable to dominant RSN activation. To investigate whether
the mixed resting state activation level impaired recall probability, as previously hypothesized
(i.e., our switching hypothesis), a polynomial quadratic planned contrast was further applied to the
data. The contrast demonstrated a significant quadratic trend (F(1,47) = 7.18, p = 0.01, ηp

2 = 0.13).
This quadratic trend can be clearly observed as represented in the continuous connecting line in
Figure 3. To investigate how well our results fit within the dualistic RSN neuropsychological model
of memory consolidation, we conducted Dunnett’s post-hoc testing using the DMN-Dominant level
as our main comparison criteria. Dunnett’s post hoc test revealed that there were no significant
differences between the DMN-Dominant and TPN-Dominant levels (Dunnett’s t(47) = 1.45, p = 0.154),
however there was a significant difference between the DMN-Dominant and the Mixed levels
(Dunnett’s t(47) = 3.01, p = 0.004). These results confirm the hypothesized quadratic pattern of the
dualistic RSN neuropsychological model of memory consolidation, as shown in the (Figure 3).

To investigate if the quadratic trend was present across different percentiles of the recall probability
distribution, the data were converted into proportions as detailed in Table 4. Planned quadratic
proportion contrasts were performed on each third of the recall probability distribution. For both
the top third (i.e., high recall probability) and middle (i.e., medium recall probability) percentile
there were significant positive quadratic trend (z = 3.24, p < 0.001, ηp

2 = 0.21; and z = 2.42, p = 0.008,
ηp

2 = 0.12, respectively). Conversely, the low recall group showed a significant negative quadratic
trend (z = −4.3464, p < 0.001, ηp

2 = 0.38). To adjust for multiple comparisons, a two-tailed Bonferroni
correction was applied to each contrast using 95% confidence intervals. Given that the data being used
are proportions, the confidence intervals were treated as the hypothesis test wherein if an interval
crossed the 0 threshold it would signify that the null hypothesis failed to be rejected and therefore,
the contrast would be interpreted as not significant. The following equation was used to test for
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multiple comparisons:
∑

pλ± z α
2g

√
s2

pλ
2, for further clarification on planned contrast in proportions

see Rosenthal and R Rosnow (1985) and Hays (1994) [67,68]. The results of the two-tailed Bonferroni
correction are as follows: High recall probability (0.445 ± (−0.301)), Medium recall probability
(0.6031 ± 0.2477), Low recall probability (−1.0476 ± 0.2394). Each contrast’s 95% confidence interval did
not cross the 0 threshold, indicating that the quadratic contrast amongst each level of the recall variable
were significant at p < 0.025. The two significant positive quadratic trends in the top 2 percentiles of
the recall probability distribution in addition to the significant negative quadratic trend in the bottom
percentile demonstrate that noun cues associated with competing RSN activation patterns result in
poor recall probability.
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Table 4. Proportions and (total counts) of noun-cues recalled at three different types of resting state
network action pattern.

Variables DRSNAP

Variable Levels TPN Mixed DMN Total

High 0.06 (3) 0 0.1 (5) 0.16 (8)
Recall Medium 0.14 (7) 0.04 (2) 0.18 (9) 0.36 (18)

Low 0.16 (8) 0.24 (12) 0.08 (4) 0.48 (24)
Total 0.36 (18) 0.28 (14) 0.36 (18) 1.00 (50)

3.4.2. Linear Mixed Logistic Regression Approach

To assess how RSN activation patterns influence recall probability across each trial observation
(N = 1300) we devised a linear mixed logistic regression model where recall of stimuli served as our
binary target variable (1 = recalled, 0 = not recalled) and where dominant RSN activation patterns
served as our fixed predictor variable. Similar to the by-item analysis, our RSN predictor variable
contained three levels, each representing distinct resting state activation patterns. To demarcate each
level of the predictor variable, we used the same partitioning technique used in the by-item analysis [66].
Specifically, the underling neuropsychological variable strength used to model the three RSN levels are
as follow: 1. TPN dominant activation (composed of trial observations which have high vividness and
high familiarity ratings); 2. Mixed TPN and DMN activation (composed of trial observations with high
vividness/low familiarity or low vividness and high familiarity ratings); 3. DMN dominant activation
(composed of trial observations with low vividness and low familiarity ratings). The descriptive
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information detailing the relationship between the resulting RSN variables and recall proportions are
shown in Table 5.

Table 5. Descriptive statistics of total noun-cues recalled across all trials (in proportion) as a factor of
resting state network type.

Descriptive

Variables N M SE 95% CI 95% CI

TPN dominant 519 0.36 0.02 0.32 0.40
Mixed 528 0.29 0.02 0.25 0.33
DMN

dominant 253 0.36 0.03 0.30 0.42

All values have been adjusted for within-subject effects.

Controlling for nested within-subjects data, we tested whether recalled noun-cues following
a binomial logit link function could be predicted by the fixed effect categorical RSN predictor
variable which reflected our three RSN levels (low, mixed, and high activation). This procedure
yielded a significant fixed effect of resting state network type on noun-cue recall (F(2,1297) = 3.30,
p = 0.037). To investigate whether these results supported the dualistic RSN neuropsychological model,
we conducted Fisher’s least significant difference (LSD) post-hoc testing. The LSD post-hoc test was
used over other more conservative statistical tests for two primary reasons. First, since our predictor
variable only consisted of three groups, the LSD procedure permits to preserve the experiment-wise type
I error rate at nominal levels of significance, which nullifies the use of post-hoc tests that control for the
family-wise error rate [69]. Second, for each level of our RSN predictor variable, the variance-covariance
matrix demonstrated that covariance scores were all equal, and variance scores did not significantly
differ among each other, suggesting that our data did not violate the assumption of compound
symmetry needed for appropriate application of the LSD post-hoc test [70]. The LSD post-hoc test
revealed that there were no significant differences between the DMN-Dominant and TPN-Dominant
levels (LSD’s t(1297) = 0.178, p = 0.859), however there were significant differences between both
DMN-Dominant (LSD’s t(1297) = 1.97, p = 0.049) and TPN-Dominant (LSD’s t(1297) = 2.31, p = 0.021)
when contrasted with the Mixed RSN level. These results confirm the hypothesized quadratic pattern
of the dualistic RSN neuropsychological model of memory consolidation. Additionally, the results
generated using the linear mixed logistic regression model helped to validate the findings derived
from the by-item approach. Both statistical approaches demonstrated that learning outcomes are
significantly predicted by the characteristic non-monotonic quadratic pattern of our dualistic RSN
model of memory consolidation.

3.5. Effects of Resting State Networks on Mental Imagery Latency (Reaction Time)

The mean reaction times associated with each noun-cue for each of the three resting state network
levels were entered in a 1 (reaction time) × 3 (resting state network levels: low, mixed, and high
activation) one-way ANOVA. Results showed a significant effect of resting state network type on
reaction time (F(2,47) = 8.06, p = 0.001). Additionally, the ANOVA resulted in a large effect size,
ηp

2 = 0.26, indicating that 26% of the variance in reaction time is attributable to dominant resting
state network activation. Dunnett’s post hoc test revealed that visual mental image generation
associated with the high strength level, reflecting TPN-Dominant activity, was significantly faster
than visual mental image generation associated with both Mixed (t(47) = 3.936, p = 0.0003) and
DMN-Dominant (t(47) = 2.299, p = 0.013) RSN activity levels (which did not differ between each other:
t < 1). Additionally, we found equivalent results when testing whether imagery latency could be
predicted by RSN activation, within and between each trial, by using a linear mixed regression model
which assumed a normal distribution with an identity link (since this time our target was measured
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on a continuous scale). These results confirmed that image generation latency is quicker when the
relevant imagery is associated with high strength.

4. Discussion

In the present study, we explored the degree to which imagery visualization and word familiarity
affected learning outcomes in a traditional incidental recall paradigm. In doing so, the current
study compared contrasting theoretical predictions regarding the relationship between the strength
of neuropsychological variables and learning outcomes. Specifically, we contrasted associative
theories that claim that the relative strength of neuropsychological variables should be additive [8],
non-monotonic theories that claim that the relative strength of neuropsychological variables should be
non-monotonic in relation to learning outcomes [9,10], and RSN theories which predict that learning
outcomes should improve when competition between DMN and TPN is reduced [25,34,71].

Our main results demonstrate that recall probability is at its highest when the strength of our
neuropsychological variables (noun familiarity/imagery vividness) are in a congruence at the time
of stimulus encoding. In other words, when the strength of noun familiarity and imagery vividness
are both strong or both weak, recall of the stimulus is at its highest probability. Using our dualistic
RSN neuropsychological model, we were able to infer that the strength of our neuropsychological
variables was associated with DMN activation when variables were of low strength and associated
with TPN activation when variables were of high strength. When considering the inferred pattern of
RSN activation, our results show that a competing activation pattern between DMN and TPN at the
time of stimulus encoding results in significant impairment of recall probability.

An additional secondary finding was that the mean reaction time to complete the mental imagery
task was quickest when the strength of our neuropsychological variables was high. In other words,
it was quicker to generate visual mental images from noun cues under conditions where TPN was
dominant at the time of encoding. The vivid-is-fast correlation between high image latency speed and
high strength of neuropsychological variables has been reported in previous research [48,65,72,73].
However, our findings suggest that in addition to high strength variables, dominant-TPN at the time
of encoding is also a key predictor of quick imagery generation latency. These results suggest an
intriguing, novel explanation for the vivid-is-fast phenomenon. Namely, that it is not only the strength
of neuropsychological variables that predict imagery generation latency but rather the dominant RSN
pattern utilized during a mental imagery task. However, given the incongruent results between RSN
patterns among our dependent variables (imagery latency was only significantly faster in the TPN
grouping, while recall probability was significantly greater in both the DMN and TPN groupings), it is
unclear whether image latency is related to the same processes responsible for memory consolidation.
This is a research question open for future investigations.

In terms of the findings concerning the recall probability variable, our results do not support
associative theories, as high memory consolidation is predicted to be exclusively a result of the
additive strength of the preceding memory representations. Therefore, it can be concluded that
Paivio’s associative dual coding theory does not accurately model the incidental recall effect when
operationalizing the strength of both mental imagery vividness and noun cue familiarity.

While our results did demonstrate a non-monotonic relationship between the strength of memory
representations and recall probability, the directionality of our non-monotonic relationship did not
align with that of Norman’s non-monotonic-plasticity-hypothesis (NMPH). In the NMPH model,
low strength memory representations result in lower memory consolidation scores compared to high
strength memory representations. In our results, we found no significant differences between the high
and low memory representations strength in terms of recall probabilities, suggesting that the NMPH
may not accurately model memory consolidation at levels of reduction greater than single neurons.
It is important to note that while our results did not precisely match the type of non-monotonic
relationship that characterizes a neuron’s level of excitation and the change in its associated synaptic
strength, our results still demonstrated a non-monotonic relationship. This could suggest that there
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is, at the very least, a partial carryover effect of synaptic neuroplastic principles at the level of large
scale distributed neural representations, given that non-monotonic results are rare within memory
paradigms. However, the most likely interpretation of our results, that accounts for the largest amount
of variability in our data, appears to be related to the variability in RSN dominance at the time of
stimulus encoding. Utilizing the current RSN brain imaging literature [36,37] we were able to map
the strength of our neuropsychological variables (imagery vividness/stimulus familiarity) with their
associated dominant RSNs (DMN or TPN). This permitted the comparison of recall probability scores
with the inferred dominant RSN at the time of encoding. Our data clearly suggest that when there
is an antagonist relationship between the inferred DMN and TPN activation at the time of stimulus
encoding, recall probability, and therefore, memory consolidation is significantly impaired.

Our overall findings help to confirm a hypothesis emerging from the mental health literature
suggesting that a possible causal mechanism of memory deficits in neuropsychiatric disorders,
such as depression, anxiety, attention-deficit-hyperactivity disorder, autistic spectrum disorder,
and schizophrenia, are characterized by abnormalities in RSN activation [24–34]. For example,
in schizophrenia, there is a significant increase in DMN activity during attention-demanding tasks,
which normally recruits the TPN in healthy controls [74]. The increased DMN activation in schizophrenic
patients results in a metabolic competition between the two anti-correlated RSNs, which is hypothesized
to explain their stunted performance on such tasks [75]. The strongest evidence of the RSN memory
interference hypothesis originates from research on ADHD. In a recent randomized, double-blinded,
placebo-controlled clinical trial, researchers explored the RSNs of both ADHD patients and healthy
controls while they performed attention-demanding tasks. Their results demonstrated that ADHD
patients were unable to suppress the appropriate RSN both during the task and in-between trials. More
importantly, ADHD patients were shown to have a significant amount of RSN activation variability
during the task. This increased RSN variability, or increased competition between DMN and TPN,
is hypothesized by the researchers to be responsible for the reduced scores on the behavioral task
compared to controls [25]. Critically, however, these clinical findings provide general evidence that
RSN homeostasis is important for efficient memory consolidation, but it is still unclear how abnormal
RSN activation arises from such a wide variety of neuropsychiatric disorders. Hopefully, further
experiments using healthy controls could help to determine the neurophenomenological marker’s
responsible for these core memory deficits.

To our knowledge, this study is the first to investigate how RSN variability might affect memory
consolidation in healthy controls by manipulating the strength of neuropsychological variables that
influence memory formation. While the results tend to validate the RSN memory deficit hypothesis
in the mental health literature, there are still methodological limitations that should be considered
prior to generalizing the results of this study. An initial limitation is a result of our reliance on indirect
measurements of RSNs. While our dualistic RSN neuropsychological model is inferred from reliable
brain imaging research [36,37], it is possible that the interaction between imagery vividness strength
and stimulus familiarity at the time of stimulus encoding could reveal RSN activity which differs
from our predicted inferences. Further studies using direct RSN imaging classification paradigms
will need to be used to more precisely measure changes in dominant RSN activation in the function
of both behavioral performance and of the strength of the chosen modulatory variables. A potential
modulatory variable that could be used in future studies to help model the role of RSNs in memory
consolidation is acute cannabis use. It has recently been demonstrated that cannabis is one of few
pharmacological substances that has the effect of acutely increasing DMN connectivity during an
attentionally demanding task [76]. Therefore, cannabis, in conjunction with psychological variables,
such as mental imagery vividness and familiarly strength, could be used to artificially create an
environment where individuals experience high degrees of competition between both the TPN and
the DMN. Such experimental conditions could offer insight as to how various neuropsychological
variables influence RSNs and therefore, memory consolidation processes.
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5. Conclusions

In this study, we explored how varying degrees of both stimulus familiarity and mental imagery
vividness ratings influenced verbal learning scores, as measured with an incidental recall task.
Importantly, using relevant imaging research, we inferred dominant RSN activation patterns based
on the reported strength of our neuropsychological variables at the time of stimulus presentation.
We contrasted our results amongst three theoretical frameworks, namely: Paivio’s associative theories,
Normans’ non-monotonic plasticity theory, and the newly postulated RSN memory interference
hypothesis. The findings supported the latter hypothesis given that noun cues with the highest
probability of being recalled were associated with noun cues which had the least amount of predicted
RSN competition during stimulus presentation. The outcomes of this study, although preliminary,
support the idea that a critical component of successful and efficient memory consolidation does
not rely on the particular RSN present at the time of memory encoding (DMN or TPN), but rather it
relies upon having minimal RSN activation variability between DMN and TPN at the time of memory
encoding. This distinction could highlight relevant RSN biomarkers in the diagnosis of the mental
health disorders affected by memory deficits. The RSN memory interference hypothesis could also help
to illuminate our understanding of the broader neurophysiology of memory processes, complementing
and expanding single-neuron neuroplasticity theories.
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Figure A1. Schematic depicting the three contrasting models of memory consolidation. Each model
depicts its predicted memory consolidation scores in relation to the three possible combinations of
variable strength at the time of encoding. The width of the arrows signifies the strength of the variables
at encoding.



Brain Sci. 2019, 9, 143 16 of 19

References

1. Tulving, E.; McNulty, J.A.; Ozier, M. Vividness of words and learning in free-recall learning. Can. J. Psychol.
Can. Psychol. 1965, 19, 242–252. [CrossRef]

2. Baddeley, A.D.; Andrade, J. Working memory and the vividness of imagery. J. Exp. Psychol. Gen. 2000, 129,
126–145. [CrossRef] [PubMed]

3. D’Angiulli, A.; Runge, M.; Faulkner, A.; Zakizadeh, J.; Chan, A.; Morcos, S. Vividness of Visual Imagery
and Incidental Recall of Verbal Cues, When Phenomenological Availability Reflects Long-Term Memory
Accessibility. Front. Psychol. 2013, 4, 4. [CrossRef] [PubMed]

4. Sheehan, P.W. The Role of Imagery in Incidental Learning. Br. J. Psychol. 1971, 62, 235–243. [CrossRef]
5. Yonelinas, A.P. The Nature of Recollection and Familiarity: A Review of 30 Years of Research. J. Mem. Lang.

2002, 46, 441–517. [CrossRef]
6. Mandler, G. Familiarity Breeds Attempts: A Critical Review of Dual-Process Theories of Recognition.

Perspect. Psychol. Sci. 2008, 3, 390–399. [CrossRef] [PubMed]
7. Bellezza, F.S. Factors that affect vividness ratings. J. Ment. Imag. 1995, 19, 123–129.
8. Paivio, A. Mental Representations: A Dual Coding Approach; Oxford University Press: New York, NY, USA,

1990; Volume 10.
9. Newman, E.L.; Norman, K.A. Moderate Excitation Leads to Weakening of Perceptual Representations.

Cereb. Cortex 2010, 20, 2760–2770. [CrossRef]
10. Lewis-Peacock, J.A.; Norman, K.A. Competition between items in working memory leads to forgetting.

Nat. Commun. 2014, 5, 5768. [CrossRef]
11. Huijbers, W.; Schultz, A.P.; Vannini, P.; McLaren, D.G.; Wigman, S.E.; Ward, A.M.; Hedden, T.; Sperling, R.A.

The encoding/retrieval flip: Interactions between memory performance and memory stage and relationship
to intrinsic cortical networks. J. Cogn. Neurosci. 2013, 25, 1163–1179. [CrossRef]

12. Kim, H. Encoding and retrieval along the long axis of the hippocampus and their relationships with dorsal
attention and default mode networks: The HERNET model. Hippocampus 2015, 25, 500–510. [CrossRef]
[PubMed]

13. Block, N. Two neural correlates of consciousness. Trends Cogn. Sci. 2005, 9, 46–52. [CrossRef]
14. Fox, M.D.; Greicius, M. Clinical Applications of Resting State Functional Connectivity. Front. Syst. Neurosci.

2010, 4, 4. [CrossRef] [PubMed]
15. Greicius, M. Resting-state functional connectivity in neuropsychiatric disorders. Curr. Opin. Neurol. 2008, 24,

424–430. [CrossRef]
16. Fox, M.D.; Snyder, A.Z.; Vincent, J.L.; Corbetta, M.; Van Essen, D.C.; Raichle, M.E. The human brain is

intrinsically organized into dynamic, anticorrelated functional networks. Proc. Natl. Acad. Sci. USA 2005,
102, 9673–9678. [CrossRef] [PubMed]

17. Smallwood, J.; Spreng, R.N.; Andrews-Hanna, J.R.; Andrews-Hanna, J.R. The default network and
self-generated thought: Component processes, dynamic control, and clinical relevance. Ann. N. Y.
Acad. Sci. 2014, 1316, 29–52.

18. Raichle, M.E. The Brain’s Default Mode Network. Ann. Rev. Neurosci. 2015, 38, 433–447. [CrossRef]
19. Mantini, D.; Perrucci, M.G.; Del Gratta, C.; Romani, G.L.; Corbetta, M. Electrophysiological signatures of

resting state networks in the human brain. Proc. Natl. Acad. Sci. USA 2007, 104, 13170–13175. [CrossRef]
20. Kompus, K. Default mode network gates the retrieval of task-irrelevant incidental memories. Neurosci. Lett.

2011, 487, 318–321. [CrossRef]
21. Dolcos, F.; LaBar, K.S.; Cabeza, R. Remembering one year later: Role of the amygdala and the medial

temporal lobe memory system in retrieving emotional memories. Proc. Natl. Acad. Sci. USA 2005, 102,
2626–2631. [CrossRef]

22. Diana, R.A.; Yonelinas, A.P.; Ranganath, C. Imaging recollection and familiarity in the medial temporal lobe:
A three-component model. Trends Cogn. Sci. 2007, 11, 379–386. [CrossRef] [PubMed]

23. St-Laurent, M.; Abdi, H.; Buchsbaum, B.R. Distributed Patterns of Reactivation Predict Vividness of
Recollection. J. Cogn. Neurosci. 2015, 7, 1–19. [CrossRef] [PubMed]

24. Weissman, D.H.; Roberts, K.C.; Visscher, K.M.; Woldorff, M.G.; Woldorff, M. The neural bases of momentary
lapses in attention. Nat. Neurosci. 2006, 9, 971–978. [CrossRef] [PubMed]

http://dx.doi.org/10.1037/h0082906
http://dx.doi.org/10.1037/0096-3445.129.1.126
http://www.ncbi.nlm.nih.gov/pubmed/10756490
http://dx.doi.org/10.3389/fpsyg.2013.00001
http://www.ncbi.nlm.nih.gov/pubmed/23382719
http://dx.doi.org/10.1111/j.2044-8295.1971.tb02033.x
http://dx.doi.org/10.1006/jmla.2002.2864
http://dx.doi.org/10.1111/j.1745-6924.2008.00087.x
http://www.ncbi.nlm.nih.gov/pubmed/26158957
http://dx.doi.org/10.1093/cercor/bhq021
http://dx.doi.org/10.1038/ncomms6768
http://dx.doi.org/10.1162/jocn_a_00366
http://dx.doi.org/10.1002/hipo.22387
http://www.ncbi.nlm.nih.gov/pubmed/25367784
http://dx.doi.org/10.1016/j.tics.2004.12.006
http://dx.doi.org/10.3389/fnsys.2010.00019
http://www.ncbi.nlm.nih.gov/pubmed/20592951
http://dx.doi.org/10.1097/WCO.0b013e328306f2c5
http://dx.doi.org/10.1073/pnas.0504136102
http://www.ncbi.nlm.nih.gov/pubmed/15976020
http://dx.doi.org/10.1146/annurev-neuro-071013-014030
http://dx.doi.org/10.1073/pnas.0700668104
http://dx.doi.org/10.1016/j.neulet.2010.10.047
http://dx.doi.org/10.1073/pnas.0409848102
http://dx.doi.org/10.1016/j.tics.2007.08.001
http://www.ncbi.nlm.nih.gov/pubmed/17707683
http://dx.doi.org/10.1162/jocn_a_00839
http://www.ncbi.nlm.nih.gov/pubmed/26102224
http://dx.doi.org/10.1038/nn1727
http://www.ncbi.nlm.nih.gov/pubmed/16767087


Brain Sci. 2019, 9, 143 17 of 19

25. Mowinckel, A.M.; Alnæs, D.; Pedersen, M.L.; Ziegler, S.; Fredriksen, M.; Kaufmann, T.; Sonuga-Barke, E.;
Endestad, T.; Westlye, L.T.; Biele, G. Increased default-mode variability is related to reduced task-performance
and is evident in adults with ADHD. NeuroImage Clin. 2017, 16, 369–382. [CrossRef] [PubMed]

26. Uddin, L.Q.; Kelly, A.C.; Biswal, B.B.; Margulies, D.S.; Shehzad, Z.; Shaw, D.; Ghaffari, M.; Rotrosen, J.;
Adler, L.A.; Castellanos, F.X.; et al. Network homogeneity reveals decreased integrity of default-mode
network in ADHD. J. Neurosci. Methods 2008, 169, 249–254. [CrossRef] [PubMed]

27. Assaf, M.; Jagannathan, K.; Calhoun, V.D.; Miller, L.; Stevens, M.C.; Sahl, R.; O’Boyle, J.G.; Schultz, R.T.;
Pearlson, G.D. Abnormal functional connectivity of default mode sub-networks in autism spectrum disorder
patients. NeuroImage 2010, 53, 247–256. [CrossRef]

28. Sheline, Y.I.; Barch, D.M.; Price, J.L.; Rundle, M.M.; Vaishnavi, S.N.; Snyder, A.Z.; Mintun, M.A.; Wang, S.;
Coalson, R.S.; Raichle, M.E. The default mode network and self-referential processes in depression. Proc. Natl.
Acad. Sci. USA 2009, 106, 1942–1947. [CrossRef]

29. Zhao, X.-H.; Wang, P.-J.; Li, C.-B.; Hu, Z.-H.; Xi, Q.; Wu, W.-Y.; Tang, X.-W. Altered default mode network
activity in patient with anxiety disorders: An fMRI study. Eur. J. Radiol. 2007, 63, 373–378. [CrossRef]

30. Liao, W.; Zhang, Z.; Pan, Z.; Mantini, D.; Ding, J.; Duan, X.; Luo, C.; Wang, Z.; Tan, Q.; Lu, G.; et al.
Default mode network abnormalities in mesial temporal lobe epilepsy: A study combining fMRI and DTI.
Hum. Brain Mapp. 2011, 32, 883–895. [CrossRef]

31. Bastos-Leite, A.J.; Ridgway, G.R.; Silveira, C.; Norton, A.; Reis, S.; Friston, K.J. Dysconnectivity within the
default mode in first-episode schizophrenia: A stochastic dynamic causal modeling study with functional
magnetic resonance imaging. Schizophr. Bull. 2015, 41, 144–153. [CrossRef]

32. Camchong, J.; MacDonald, A.W.; Bell, C.; Mueller, B.A.; Lim, K.O. Altered functional and anatomical
connectivity in schizophrenia. Schizophr. Bull. 2011, 37, 640–650. [CrossRef] [PubMed]

33. Pomarol-Clotet, E.; Salvador, R.; Sarró, S.; Gomar, J.; Vila, F.; Martínez, A.; Guerrero, A.; Ortiz-Gil, J.;
Sans-Sansa, B.; Capdevila, A.; et al. Failure to deactivate in the prefrontal cortex in schizophrenia:
Dysfunction of the default mode network? Psychol. Med. 2008, 38, 1185–1193. [CrossRef] [PubMed]

34. Garrity, A.G.; Pearlson, G.D.; McKiernan, K.; Lloyd, D.; Kiehl, K.A.; Calhoun, V.D. Aberrant “Default Mode”
Functional Connectivity in Schizophrenia. Am. J. Psychiatry 2007, 164, 450–457. [CrossRef] [PubMed]

35. Sheline, Y.I.; Raichle, M.E. Resting State Functional Connectivity in Preclinical Alzheimer’s Disease: A
Review. Boil. Psychiatry 2013, 74, 340–347. [CrossRef] [PubMed]

36. Sorg, C.; Riedl, V.; Mühlau, M.; Calhoun, V.D.; Eichele, T.; Läer, L.; Drzezga, A.; Förstl, H.; Kurz, A.;
Zimmer, C.; et al. Selective changes of resting-state networks in individuals at risk for Alzheimer’s disease.
Proc. Natl. Acad. Sci. USA 2007, 104, 18760–18765. [CrossRef] [PubMed]

37. Glahn, D.C.; Winkler, A.M.; Kochunov, P.; Almasy, L.; Duggirala, R.; Carless, M.A.; Curran, J.C.; Olvera, R.L.;
Laird, A.R.; Smith, S.M.; et al. Genetic control over the resting brain. Proc. Natl. Acad. Sci. USA 2010, 107,
1223–1228. [CrossRef] [PubMed]

38. Fulford, J.; Milton, F.; Salas, D.; Smith, A.; Simler, A.; Winlove, C.; Zeman, A. The neural correlates of visual
imagery vividness—An fMRI study and literature review. Cortex 2018, 105, 26–40. [CrossRef] [PubMed]

39. Kim, H. Dissociating the roles of the default-mode, dorsal, and ventral networks in episodic memory retrieval.
NeuroImage 2010, 50, 1648–1657. [CrossRef] [PubMed]

40. Belardinelli, M.O.; Palmiero, M.; Sestieri, C.; Nardo, D.; Di Matteo, R.; Londei, A.; D’Ausilio, A.; Ferretti, A.;
Del Gratta, C.; Romani, G. An fMRI investigation on image generation in different sensory modalities: The
influence of vividness. Acta Psychol. 2009, 132, 190–200. [CrossRef] [PubMed]

41. Kafkas, A.; Montaldi, D. Two separate, but interacting, neural systems for familiarity and novelty detection:
A dual-route mechanism. Hippocampus 2014, 24, 516–527. [CrossRef]

42. Bedny, M.; Aguirre, G.K.; Thompson-Schill, S.L. Item analysis in functional magnetic resonance imaging.
NeuroImage 2007, 35, 1093–1102. [CrossRef] [PubMed]

43. Hilbert, S.; Stadler, M.; Lindl, A.; Naumann, F.; Bühner, M. Analyzing longitudinal intervention studies with
linear mixed models. TPM Test. Psychometr. Method. Appl. Psychol. 2019, 26, 101–119.

44. Mental Imagery Data from Words. Available online: https://zenodo.org/record/2658726#.XPptDsTQiUl
(accessed on 5 February 2019).

45. D’Angiulli, A. Is the Spotlight an Obsolete Metaphor of “Seeing with the Mind’s Eye”? A Constructive
Naturalistic Approach to the Inspection of Visual Mental Images. Imagin. Cogn. Personal. 2009, 28, 117–135.
[CrossRef]

http://dx.doi.org/10.1016/j.nicl.2017.03.008
http://www.ncbi.nlm.nih.gov/pubmed/28861338
http://dx.doi.org/10.1016/j.jneumeth.2007.11.031
http://www.ncbi.nlm.nih.gov/pubmed/18190970
http://dx.doi.org/10.1016/j.neuroimage.2010.05.067
http://dx.doi.org/10.1073/pnas.0812686106
http://dx.doi.org/10.1016/j.ejrad.2007.02.006
http://dx.doi.org/10.1002/hbm.21076
http://dx.doi.org/10.1093/schbul/sbu080
http://dx.doi.org/10.1093/schbul/sbp131
http://www.ncbi.nlm.nih.gov/pubmed/19920062
http://dx.doi.org/10.1017/S0033291708003565
http://www.ncbi.nlm.nih.gov/pubmed/18507885
http://dx.doi.org/10.1176/ajp.2007.164.3.450
http://www.ncbi.nlm.nih.gov/pubmed/17329470
http://dx.doi.org/10.1016/j.biopsych.2012.11.028
http://www.ncbi.nlm.nih.gov/pubmed/23290495
http://dx.doi.org/10.1073/pnas.0708803104
http://www.ncbi.nlm.nih.gov/pubmed/18003904
http://dx.doi.org/10.1073/pnas.0909969107
http://www.ncbi.nlm.nih.gov/pubmed/20133824
http://dx.doi.org/10.1016/j.cortex.2017.09.014
http://www.ncbi.nlm.nih.gov/pubmed/29079342
http://dx.doi.org/10.1016/j.neuroimage.2010.01.051
http://www.ncbi.nlm.nih.gov/pubmed/20097295
http://dx.doi.org/10.1016/j.actpsy.2009.06.009
http://www.ncbi.nlm.nih.gov/pubmed/19695558
http://dx.doi.org/10.1002/hipo.22241
http://dx.doi.org/10.1016/j.neuroimage.2007.01.039
http://www.ncbi.nlm.nih.gov/pubmed/17346988
https://zenodo.org/record/2658726#.XPptDsTQiUl
http://dx.doi.org/10.2190/IC.28.2.b


Brain Sci. 2019, 9, 143 18 of 19

46. D’Angiulli, A.; Reeves, A. Probing Vividness Increment through Imagery Interruption. Imagin. Cogn. Personal.
2003, 23, 63–78. [CrossRef]

47. D’Angiulli, A. Mental image generation and the contrast sensitivity function. Cognition 2002, 85, B11–B19.
[CrossRef]

48. D’Angiulli, A.; Reeves, A. The Relationship between Self-Reported Vividness and Latency during Mental
Size Scaling of Everyday Items: Phenomenological Evidence of Different Types of Imagery. Am. J. Psychol.
2007, 120, 521. [CrossRef]

49. MRC Psycholinguistic Database. Available online: http://websites.psychology.uwa.edu.au/school/
MRCDatabase/uwa_mrc.htm (accessed on 13 April 2013).

50. D’Angiulli, A. Dissociating Vividness and Imageability. Imagin. Cogn. Personal. 2003, 23, 79–88. [CrossRef]
51. Paivio, A. Imagery and Verbal Processes; Holt, Rinehart & Winston: Oxford, UK, 1971.
52. Miller, L.M.; Roodenrys, S. The interaction of word frequency and concreteness in immediate serial recall.

Mem. Cogn. 2009, 37, 850–865. [CrossRef]
53. Tse, C.-S.; Altarriba, J. Testing the associative-link hypothesis in immediate serial recall: Evidence from word

frequency and word imageability effects. Memory 2007, 15, 675–690. [CrossRef]
54. Clark, C. MRC Psycholinguistic Database; The University of Western Australia School of Psychology: Perth,

Australia, 1997.
55. Ma, W.; Golinkoff, R.M.; Hirsh-Pasek, K.; McDonough, C.; Tardif, T. Imageability predicts the age of

acquisition of verbs in Chinese children. J. Child Lang. 2009, 36, 405–423. [CrossRef]
56. Barry, C.; Gerhand, S. Both concreteness and age-of-acquisition affect reading accuracy but only concreteness

affects comprehension in a deep dyslexic patient. Brain Lang. 2003, 84, 84–104. [CrossRef]
57. Ethical Conduct for Research Involving Humans. Available online: http://www.pre.ethics.gc.ca/pdf/eng/

tcps2-2014/TCPS_2_FINAL_Web.pdf (accessed on 15 Decemeber 2014).
58. Marks, D.F. New directions for mental imagery research. J. Ment. Imag. 1995, 19, 153–167.
59. Wilson, M. MRC psycholinguistic database: Machine-usable dictionary, version 2.00. Behav. Res. Methods

Instrum. Comput. 1988, 20, 6–10. [CrossRef]
60. Paivio, A.; Yuille, J.C.; Madigan, S.A. Concreteness, imagery, and meaningfulness values for 925 nouns.

J. Exp. Psychol. 1968, 76, 1–25. [CrossRef]
61. Toglia, M.P.; Battig, W.F. Handbook of Semantic Word Norms; Hillsdale, N.J., Ed.; Lawrence Erlbaum Associates:

New York, NY, USA, 1978; ISBN 978-0-470-26378-5.
62. Gilhooly, K.J.; Logie, R.H.; Logie, R. Age-of-acquisition, imagery, concreteness, familiarity, and ambiguity

measures for 1944 words. Behav. Res. Methods 1980, 12, 395–427. [CrossRef]
63. Coltheart, M. The MRC Psycholinguistic Database. Quart. J. Exper. Psychol. Sect. A 1981, 33, 497–505.

[CrossRef]
64. Craver-Lemley, C.; Reeves, A. Visual Imagery Selectively Reduces Vernier Acuity. Perception 1987, 16, 599–614.

[CrossRef]
65. D’Angiulli, A.; Reeves, A. Generating visual mental images: Latency and vividness are inversely related.

Mem. Cogn. 2002, 30, 1179–1188. [CrossRef]
66. Preacher, K.J.; Rucker, D.D.; Maccallum, R.C.; Nicewander, W.A. Use of the Extreme Groups Approach: A

Critical Reexamination and New Recommendations. Psychol. Methods 2005, 10, 178–192. [CrossRef]
67. Rosenthal, R.; Robert, R.; Rosnow, R.L. Contrast Analysis: Focused Comparisons in the Analysis of Variance;

Cambridge University Press: Cambridge, UK, 1985.
68. Hays, W. Statistics, 5th ed.; Wadsworth Publishing: Fort Worth, TX, USA, 1994; ISBN 978-0-03-074467-9.
69. Meier, U. A note on the power of Fisher’s least significant difference procedure. Pharm. Stat. 2006, 5, 253–263.

[CrossRef]
70. Magezi, D.A. Linear mixed-effects models for within-participant psychology experiments: An introductory

tutorial and free, graphical user interface (LMMgui). Front. Psychol. 2015, 6, 2. [CrossRef] [PubMed]
71. Xin, F.; Lei, X. Competition between frontoparietal control and default networks supports social working

memory and empathy. Soc. Cogn. Affect. Neurosci. 2015, 10, 1144–1152. [CrossRef] [PubMed]
72. Rehm, L.P. Relationships among measures of visual imagery. Behav. Res. Ther. 1973, 11, 265–270. [CrossRef]
73. Hale, S.M.; Simpson, H.M. Effects of eye movements on the rate of discovery and the vividness of visual

images. Percept. Psychophys. 1971, 9, 242–246. [CrossRef]

http://dx.doi.org/10.2190/FD86-RWDH-FLX2-ULRG
http://dx.doi.org/10.1016/S0010-0277(02)00075-6
http://dx.doi.org/10.2307/20445424
http://websites.psychology.uwa.edu.au/school/MRCDatabase/uwa_mrc.htm
http://websites.psychology.uwa.edu.au/school/MRCDatabase/uwa_mrc.htm
http://dx.doi.org/10.2190/J0G5-FTHT-8950-6Y8V
http://dx.doi.org/10.3758/MC.37.6.850
http://dx.doi.org/10.1080/09658210701467186
http://dx.doi.org/10.1017/S0305000908009008
http://dx.doi.org/10.1016/S0093-934X(02)00522-9
http://www.pre.ethics.gc.ca/pdf/eng/tcps2-2014/TCPS_2_FINAL_Web.pdf
http://www.pre.ethics.gc.ca/pdf/eng/tcps2-2014/TCPS_2_FINAL_Web.pdf
http://dx.doi.org/10.3758/BF03202594
http://dx.doi.org/10.1037/h0025327
http://dx.doi.org/10.3758/BF03201693
http://dx.doi.org/10.1080/14640748108400805
http://dx.doi.org/10.1068/p160599
http://dx.doi.org/10.3758/BF03213401
http://dx.doi.org/10.1037/1082-989X.10.2.178
http://dx.doi.org/10.1002/pst.210
http://dx.doi.org/10.3389/fpsyg.2015.00002
http://www.ncbi.nlm.nih.gov/pubmed/25657634
http://dx.doi.org/10.1093/scan/nsu160
http://www.ncbi.nlm.nih.gov/pubmed/25556209
http://dx.doi.org/10.1016/0005-7967(73)90002-8
http://dx.doi.org/10.3758/BF03212642


Brain Sci. 2019, 9, 143 19 of 19

74. Van Buuren, M.; Vink, M.; Kahn, R.S. Default-mode network dysfunction and self-referential processing in
healthy siblings of schizophrenia patients. Schizophr. Res. 2012, 142, 237–243. [CrossRef] [PubMed]

75. Whitfield-Gabrieli, S.; Ford, J.M. Default Mode Network Activity and Connectivity in Psychopathology.
Annu. Rev. Clin. Psychol. 2012, 8, 49–76. [CrossRef] [PubMed]

76. Bossong, M.G.; Jansma, J.M.; van Hell, H.H.; Jager, G.; Kahn, R.S.; Ramsey, N.F. Default Mode Network in
the Effects of ∆9-Tetrahydrocannabinol (THC) on Human Executive Function. PLoS ONE 2013, 8, e70074.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1016/j.schres.2012.09.017
http://www.ncbi.nlm.nih.gov/pubmed/23099059
http://dx.doi.org/10.1146/annurev-clinpsy-032511-143049
http://www.ncbi.nlm.nih.gov/pubmed/22224834
http://dx.doi.org/10.1371/journal.pone.0070074
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Method 
	Design and Analytic Strategy 
	Stimuli 
	Initial Stimulus Selection 
	Vividness Rating Procedure 

	Dependent Variables 
	Image Latency Times Measure 
	Free Incidental Recall Measure 


	Results 
	Stimuli Characteristics: Descriptive and Correlations 
	Mental Imagery Vividness and Familiarity 
	Mental Imagery Vividness and Reaction Time 
	Effects of Resting State Networks on Learning Outcomes 
	By-Item Analysis Approach 
	Linear Mixed Logistic Regression Approach 

	Effects of Resting State Networks on Mental Imagery Latency (Reaction Time) 

	Discussion 
	Conclusions 
	
	References

