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A B S T R A C T   

Research on oil palm detection has been carried out for years, but there are only a few research 
that have conducted research using video datasets and only focus on development using non- 
sequential image. The use of the video dataset aims to adjust to the detection conditions car-
ried out in real time so that it can automatically harvest directly from oil palm trees to increase 
efficiency in harvesting. To solve this problem, in this research, we develop an object detection 
model using a video dataset in training and testing. We used the 3 series YOLOv4 architecture to 
develop the model using video. Model development is done by means of hyperparameter tuning 
and frozen layer with data augmentation consisting of photometric and geometric augmentation 
experiment. To validate the outcomes of the YOLOv4 model development, a comparison of SSD- 
MobileNetV2 FPN and EfficientDet-D0 was performed. The results obtained show that YOLOv4- 
Tiny 3L is the most suitable architecture for use in real time object detection conditions with an 
mAP of 90.56% for single class category detection and 70.21% for multi class category detection 
with a detection speed of almost 4× faster than YOLOv4-CSPDarknet53, 5× faster than SSD- 
MobileNetV2 FPN, and 9× faster than EfficientDet-D0.   

1. Introduction 

Palm oil is one of the largest export commodities in Indonesia and one of the largest contributors to the world’s demand for 
processed palm oil products. Because processed palm oil products can be utilized for a variety of essential necessities such as food, fuel, 
and oleo-chemicals, the need for palm oil grows up to 18.43% in 2020. The maturity level of oil palm is critical since it demonstrates 
the quality of the oil palm itself and influences the amount of oil extracted (OER) [1]. Procedure of determining the maturity level of oil 
palm occurs during the harvesting session and recorded in a log book. However, the method used in general is to determine the 
maturity level manually by human resources. Because of the high subjectivity of the manual approach, the determined level of palm oil 
maturity is inconsistent, resulting in frequent confrontations between the determinants of the maturity level and the customer [2]. 
Furthermore, the manual technique incurs high production costs [3] due to the vast number of human resource requirements and takes 
a long time to sort oil palm, causing the operations to become inefficient [4]. Based on the problems described, it is critical to establish 
an accurate detection of oil palm maturity level utilizing real-time computer vision so that the palm oil industry’s production operation 
becomes more efficient in terms of production costs and time used to sort oil palm. 

Majority of current research on the maturity level of oil palm is conducted utilizing a classification system without object local-
ization. The method used is traditional machine learning [5–7] and convolutional neural network (CNN) [2–4,8,9]. According to 
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existing studies, CNN outperforms traditional machine learning in image processing in the form of still images and video [10]. There is 
an object detection study using You Only Look Once version 4 (YOLOv4) on the level of oil palm maturity, but the number of classes 
used is limited to 3 classes. The dataset used is a single image [1]. In general, the limitation of previous studies is that there is no 
method to detect the maturity level of oil palm FFB using a video dataset. Input information in the form of video is critical for real-time 
model implementation. There are some features in video data that are similar to how the human eye behaves, such as dynamic 
illumination, things being obstructed by other objects, and motion blur while transitioning between frames [11]. 

Despite the limitations of past research, we purpose a method based on a real-time approach with object detection and video 
datasets for detect the maturity level of palm oil. Object detection is a method in the field of computer vision to detect the location of 
objects in an image by providing a bounding box for the object to be detected. Object detection can be applied in various fields such as 
performing automatic calculations [12], monitoring anomalies [13], autonomous driving on vehicles [14], face mask detection [15] 
and can be combined with embedded systems to perform other specific tasks [16]. The object detection algorithm can identify the 
desired object by giving a bounding box label as an input to train the algorithm to be used or more commonly known as labeling. The 
development of object detection can be said to be quite impressive because it can be applied to various fields, for example in con-
ducting object detection in the agricultural industry. In the agricultural industry, there are challenges in cutting operational costs such 
as laborers who are tasked with harvesting fruit and determining maturity levels accurately. Therefore, object detection in real time is 
one solution to be able to cut operational costs. However, there are still not many studies that evaluate the object detection of the 
maturity level of oil palm FFB using data in the form of videos which of course will be very useful for detection purposes in real time. 
Since video dataset are rich in temporal information and have a wide range of camera angles, they can provide the model with a 
knowledge of real-time situations [17]. 

YOLOv4 is state of the art in object detection which is the result of the development of YOLOv3 research [18] and has been tested in 
agriculture with satisfactory results such as automating pear counting [12], apple detection [19] and citrus fruit ripeness detection 
[20]. YOLOv4 employs a DarkNet framework based on the low-level programming language to do fast computing, which is ideal for 
implementing conditions in real time. The backbone, neck, and head comprise the basic structure of YOLOv4. The backbone extracts 
feature from the input, whilst the neck performs feature aggregation to collect feature information from the shallow layer, which really 
is useful for object localization, and semantic information from the deeper layers. All features that have been collected are used for 
object detection in the head section with different feature scales to detect small, medium, and large objects [21]. The YOLOv4 method 
is the focus of this research’s model development, and it will be compared to state-of-the-art baseline methods along with Single Shot 
Multibox Detector (SSD) [22] and EfficientDet-D0 [23]. SSD consists of two major components, feature extraction and additional 
convolution layers for object recognition. SSD employed VGG16 to extract features in the early stages of development [22]. The object 
detection process then employs numerous feature maps of varying scales to detect things of various sizes. Recently, there has been a 
model development on SSD using MobilenetV2 for feature extraction and feature pyramid layer (FPN) which is applied to harvest crops 
in the agricultural sector [24]. Meanwhile, EfficientDet uses a weighted bi-directional feature pyramid network (BiFPN) and com-
pound scaling to increase the efficiency of the object detection architecture. There have been many studies using EfficientDet and this 
method is often compared to YOLO such as in the study of lemon fruit detection [25] and automatic apple harvesting using robot [26]. 
EfficientDet is a one stage detector that has a good detection speed so that it can be applied for real-time detection. In this study, a 
comparison between YOLOv4 with SSD-MobileNetV2 FPN and EfficientDet-D0 will be carried out. 

There are various types of architecture from YOLOv4, in this research (1) YOLOv4-CSPDarknet, (2) YOLOv4-Tiny, and (3) YOLOv4- 
Tiny 3L which will be compared with the baseline model of SSD-MobileNetv2 FPN and EfficientDet-D0. In this research, we conducted 
an experiment to detect 6 levels of maturity of oil palm FFB using a video dataset as a novel method for oil palm fruit detection. This 
study uses 3 types of YOLOv4 architecture to compare in terms of model performance. There are 4 stages in developing the model: (1) 
Augmentation data experiment, (2) Hyperparameter fine-tuning, (3) Frozen layer experiment, and (4) tuning combination. The 
following are the main contributions made in this research:  

- Develop a model in detecting the maturity level of oil palm fresh fruit bunches using a real-time detection approach with a dataset 
in the form of videos on YOLOv4  

- The effect of photometric and geometric augmentation on the detection of oil palm fruit maturity level using video dataset  
- Find the optimal hyperparameters tune for detecting and classifying oil palm fruit maturity levels by learning rate and batch size 

combination scenario  
- Perform training using video dataset and perform test on videos that have only 1 category and videos that have combination of class 

category.  
- Comparing the performance of YOLOv4 with 2 different state-of-the-art methods to determine the best model in terms of detection 

speed and accuracy in video test set  
- Tested the impact of the number of frozen layers used during training on the detection of oil palm maturity levels with the YOLOv4- 

CSPDarknet53 architecture 

2. Materials and methods 

2.1. Dataset 

We use the dataset in the form of videos. In the video shooting process, oil palm fruit bunches with various types of maturity are 
collected at the oil palm grading site in Central Kalimantan. The video is taken using a smartphone in an outdoor condition with 
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various positions and lighting conditions. When recording the videos, 360◦ rotation is carried out so that the entire part of the oil palm 
fruit bunch can be seen, Fig. 1(A)–(F) is an example of frame chunks in captured video. The dataset has 6 categories of oil palm 
maturity: (1) ripe, (2) over_ripe, (3) under_ripe, (4) unripe, (5) empty, and (6) abnormal. The format of videos is saved in MP4 (Motion 
Picture Experts Group-4) format with 1280 × 720 pixels resolution. The captured video has 30 frames every 1 s. All images from each 
category can be seen in Fig. 2(A)–(F). Total of data that we use in this research are 47 videos for training and 10 videos outside of 
training for testing needs. The ratio of train and validation used is 7:3. Video dataset is used to adapt to the scenario of performing real- 
time detection. The model in this work was developed using a dataset with picture quality collected using a smartphone camera so that 
it may be more applied at the time of detection using affordable equipment. In performing real-time palm oil detection, it does not 
require a super high resolution data because the object detection target is an object with a relatively large size. Object detection against 
sequential images of oil palm fresh fruit bunches can be developed back into the next research such as object tracking. However, first 
we want to know the performance of the object detection model trained using the video dataset. Current research focuses on non- 
sequential image data so we propose a new method to detect the maturity level of oil palm fruit bunches using a video dataset. 

2.2. The purpose method 

The method utilized in this research consist of pre-processing step that extracts images from the collected video for use as input into 
the object detection. During this pre-processing session, data augmentation is also performed on images extracted from videos. After 
that, there are four stages of model development: (1) Data augmentation experiment, (2) Hyperparameter tuning, (3) Frozen layer 
experiment, and (4) Tuning combination. After all the experiments are completed, we will combine the best configuration from each 
experiment and do the final model evaluation with video test set. We use YOLOv4 with CSPDarknet53 backbone, YOLOv4 Tiny with 2 
detection layer, and YOLOV4 Tiny with 3 detection layer architectures for object detection. Illustration of the pre-processing method 
can be seen in Fig. 3, and the model development stages can be seen in Fig. 4. Various kinds of model development are carried out 
aiming to determine the type of configuration that is suitable for the type of dataset used so that the model becomes more robust. We 
use 3 different YOLOv4 architectures, SSD-MobileNetv2 FPN, and EfficientDet-D0 to compare performance in terms of accuracy and 
speed in detecting the maturity level of oil palm fresh fruit bunches. 

2.2.1. Pre-processing 
The preprocessing stage starts from extracting frames on the video dataset for use in the training process. Frame extraction is done 

Fig. 1. Sample of sequence frame in captured video show different position of palm oil fresh fruit bunch. Sequence of frames starting from (A) to (F).  
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using the VLC media player application using a ratio of 30 which means it takes 1 image frame every 1 s to avoid redundancy [27]. The 
images obtained for training are 929 frames extracted from 49 videos, after that proceed to the stage of providing bounding boxes for 
each category. Data that has been given a bounding box will be augmented with 4 types of augmentation: (1) Gaussian blur, (2) 
random brightness, (3) 45◦ and 90◦ rotation and (4) image translation. The images generated from the augmentation process are 4645 
images. Rotation by 45◦ as many as 420 images and rotation by 90◦ by 509 images. Examples of images that have been augmented can 
be seen in Fig. 5(A)–(F). The ratio of train and validation used is 7:3. Photometric and geometric data augmentation is carried out so 
that the model becomes robust in detecting the maturity level of oil palm fresh fruit bunches against different luminance and fruit 
positions. The test data used in this study consisted of 2 types of video data: (1) single class category, and (2) multi class category. 
Single class category data consists of 6 videos, each class has 1 video to test and multi category data has 4 videos consisting of a 
combination of maturity levels: (1) abnormal-underripe, (2) empty-ripe, (3) overripe-empty, and (4) overripe-unripe. The difference 
between the two types of test video data can be seen in Fig. 6(A) and (B). 

2.2.2. Object detection model 

2.2.2.1. YOLOv4. YOLOv4 is a model that has a variety of architectural options. In this study, there are 3 types of architecture used: 

Fig. 2. The example of 6 oil palm FFB categories: (A) unripe, (B) under-ripe, (C) ripe, (D) over-ripe, (E) abnormal, (F) empty fruit bunch.  

Fig. 3. Illustration of pre-processing stage in this research.  
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(1) YOLOv4-CSPDarknet53 [28], (2) YOLOv4-Tiny [29], and (3) YOLOv4-Tiny 3L [30]. In every architecture generally has 3 
important parts: (1) Backbone, (2) Neck, and (3) Head. The backbone is used to perform feature extraction. Neck functions to aggregate 
the features contained in the backbone and head to detect the objects. CSPDarknet53 is the result of a combination of Darknet53 [18] 
and CSPNet [31] architectures. Darknet53 itself has a depth of 53 layers containing convolutional layers, batch normalization, and 
activation functions. The merging of CSP blocks makes Darknet53 have a better ability to overcome vanishing gradients by combining 
the original features in the base layer with features that have gone through the convolution process. CSP allows the architecture to 
achieve a rich feature combination by dividing the base layer into 2 parts: (1) the base layer as input to the dense layer which contains 

Fig. 4. Illustration of model development stages in this research.  
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convolutional, batch normalization, and activation functions, and (2) the ordinary base layer. Then the output of the 2 parts is 
concatenated. The other difference between CSPDarknet53 and CSPDarknet53-Tiny lies in the fewer number of convolution layers in 
the CSP blocks [32]. SPP is also used in the YOLOv4-CSPDarknet53 architecture before entering the fully connected layer. SPP per-
forms pooling using spatial bins on 3 different image scales, the size of the spatial bins is proportional to the image. This method avoids 
performing repetitive convolution calculations and can increase the accuracy of the detector [33]. For the neck section PANet is used 
which has 3 objectives: (1) Abbreviate the information path and improve the feature pyramid with precise localization signals existing 
in low levels, (2) Recover broken data path between every proposal and all feature levels, and (3) Capture different perspectives from 
each proposal [34]. YOLOv3 [18] is used as a detector on the head to detect images at different scales. YOLOv4-CSPDarknet53 and 
YOLOv4-Tiny 3L use 3 different scales: (1) 52 × 52 × 33, (2) 26 × 26 × 33, and (3) 13 × 13 × 33. While on YOLOv4-Tiny it uses only 2 
scales: (1) 13 × 13 × 33, and (2) 26 × 26 × 33. In addition, the number of layers used in YOLOv4-CSPDarknet53, YOLOv4-Tiny, and 

Fig. 5. The example of augmentation types result: (A) Original image, (B) 45◦ rotate, (C) 90◦ rotate, (D) Image translation, (E) Random brightness, 
(F) Gaussian Blur. 

Fig. 6. Different types of test data: (A) single category, (B) multi-category.  
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YOLOv4-Tiny 3L respectively are 161, 37, and 44. We made a few changes to the activation function YOLOv4-CSPDarknet53 [28] by 
changing all activation functions to Mish and eliminating down sampling in the second and third detection layers. Illustration of the 
YOLOv4 architecture used can be seen in Figs. 7–9. Three types of YOLOv4 architecture are used to compare model performance in 
terms of mAP, IoU and detection speed. 

2.2.2.2. SSD and EfficientDet. The models used for comparison are SSD-MobileNetV2 FPN and EfficientDet-D0 in the repository 
provided by the researchers as an API for training, inference and evaluation of several object detection models [35]. The available 
models are pre-trained models that were trained using the MS COCO Dataset. The input data used on the SSD-MobileNetV2 FPN is 320 
× 320, while the EfficientDet-D0 uses 512 × 512 input. In Table 1, it can be seen in more detail the baseline hyperparameter 
configuration used. 

2.2.2.3. Model training. The training of YOLOv4 models is done by using DarkNet framework in Google Colaboratory so that the costs 
used to develop the model are relatively low. DarkNet is a versatile framework that is compatible with this research since it has created 

Fig. 7. YOLOv4-CSPDarknet53 architecture used in this research.  
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cutting-edge real-time object identification algorithms like YOLOv2 [36], YOLOv3 [18], and YOLOv4 [21]. The hardware specifica-
tions used are Nvidia Tesla P100 with 54.8 GB RAM (Random Access Memory) with CUDA version 11.2. The configuration used is 12, 
000 max batches based on the calculations suggested in the YOLOv4 research in Eq. (1) as follows: 

Max batches= total class .2000 (1) 

In optimizing, a learning rate schedule is used based on steps with a scale of 0.1, 0.1 in steps 9600 and 10,800, which means the 
initial learning rate will be multiplied by 0.1 at the 9600 iterations and 0.1 again at the 10,800 iterations. Momentum value used in 
YOLOv4-CSPDarknet53 is 0.949 and in YOLOv4-Tiny series it is 0.9. The decay value for all architectures used is 0.0005. Meanwhile, 
the value of the learning rate and batch size is determined based on the hyperparameter tuning experiment in Tables 3 and 4. The input 
size used is 416 × 416. We use transfer learning method with initial weights that have been trained using MS COCO (Miscrosoft 
Common Objects in Context) dataset because transfer learning techniques have been proven to increase the accuracy of the model used 

Fig. 8. YOLOv4-Tiny architecture used in this research.  
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when compared to doing training from the scratch [37]. 

2.2.2.4. Model optimization. To improve the performance of the model, two approaches were taken to the YOLOv4 model: (1) Bag of 
Freebies (BoF), and (2) Bag of Specials. BoF is a method to improve overall model performance without extra cost by changing the 

Fig. 9. YOLOv4-Tiny 3L architecture used in this research.  

Table 1 
TensorFlow Object Detection API model configuration.  

Model Input size Learning rate Batch size Steps 

SSD-MobileNetV2 FPN 320 × 320 0.08 16 50,000 
EfficientDet-D0 512 × 512 0.08 16 300,000  
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training strategy [38], meanwhile BoS is a technique to increase object detection accuracy significantly with only a small increase in 
inference cost [21]. The BoF used in this study is used to replace the traditional bounding box loss function shown in Eqs. (2) and (3): 

Loss= 1 − IoU + R(B,Bgt ) (2)  

IoU=
B ∩ Bgt

B ∪ Bgt (3)  

where R(B, Bgt) is the penalty from B which is the predicted bounding box and Bgt is the actual bounding box. Meanwhile, the bounding 
box regression equation used is Complete IoU (CIoU) which has better consistency to the aspect ratio [39] and only needs fewer it-
erations to reach convergence, the equation of the consistency of the aspect ratio shown in Eqs. (4),(5),(6): 

RCIoU =
ρ2(B,Bgt )

C2 + αv (4)  

v=
4
π2

(

arctan
wgt

hgt − arctan
w
h

)2

(5)  

α=
v

(1 − IoU) + v
(6)  

where ρ is the euclidean distance of the bounding box, C is the diagonal length of the smallest enclosing box covering the two boxes, α is 
the positive trade-off parameter, and v is the consistency of the aspect ratio. From the equations above, it can be obtained an equation 
to determine the loss function of the bounding box for CIoU, which can be defined in Eq. (7): 

LCIoU = 1 − IoU+
ρ2(B,Bgt )

C2 + αv (7) 

Then on the BoS used, applied to 2 parts of YOLOv4: (1) Backbone, and (2) Neck. In the backbone section, the CSP method is used as 
described in section 2.2.2.1. While on the neck using SPP, and PANet which has been described in section 2.2.2.1. For the activation 
function in YOLOv4 CSPDarknet53 uses Mish activation function, while in YOLOv4 Tiny series only uses Leaky ReLu. Mish activation is 
one type of activation function that can solve vanishing and exploding gradient problems which can trigger slow to reach the 
convergence point and very large changes in weight values. Mish activation help the deep learning model to obtain better accuracy and 
generalization [40], the calculations for the mish activation function are shown in Eqs. (8) and (9): 

f (x)= x . tanh (softplus (x)) (8) 

Table 2 
Total used images in each dataset experiment.  

Augmentation Type Original Images Random Brightness Gaussian Blur 45◦ Rotate 90◦ Rotate Translation Total images 

No Augmentation (Original) 929 – – – – – 929 
Photometric 929 929 929 – – – 2787 
Geometric 929 – – 420 509 929 2787 
Combination 929 929 929 420 509 929 4645  

Table 3 
YOLOv4-CSPDarknet53 and YOLOv4-Tiny hyperparameter tuning scenario.  

Model Batch Size Learning Rate 

0.001 0.0001 0.01 

YOLOv4-CSPDarknet53 64 Model_1 [12] Model _3 Model _5 
32 Model _2 Model _4 Model _6 

YOLOv4-Tiny 64 Model _7 [29] Model _9 Model _11 
32 Model _8 Model _10 Model _12  

Table 4 
YOLOv4-Tiny 3L hyperparameter tuning scenario.  

Model Batch Size Learning Rate 

0.0012 0.0024 0.001 

YOLOv4-Tiny 3L 64 Model_13 [30] Model_15 Model _17 
32 Model_14 Model_16 Model_18  
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softplus (x)= log (1+ exp(x)) (9) 

On the other hand, function of Leaky ReLu makes it possible to prevent a malfunctioning neuron because it has a value of “0” by 
defining a negative value as a very small value, Eq. (10) is the equation for the Leaky ReLu activation function: 

f (x)=max (0.01 .x, x) (10) 

However, the Mish activation function can handle vanishing gradients and exploding gradients better than Leaky ReLu. 

2.2.2.5. Evaluation. For the model evaluation we use mAP, F1-score, and IoU. The value of the F1-score is the harmonic value of 
precision and recall so that it can conclude how good the precision and recall are. Mean Average Precision (mAP) compares the ground- 
truth bounding box with the predicted box. The IoU used in the evaluation refers to the CIoU loss value described in section 2.2.2.3. 
Eqs. (11),(12),(13),(14) show the detail calculations for mAP and F1-Score: 

mAP=
1
N

ΣN
i=1APi (11)  

F1 Score= 2 .
precision . recall
precision + recall

(12)  

Precision=
TP

TP + FP
(13)  

Recall=
TP

TP + FN
(14) 

Precision is a parameter to measure the ratio between correctly identified data and all positive data results. Recall is a comparison 
between a lot of data that has a positive prediction and is actually positive with a lot of data that is actually positive. TP is a true 
positive which means that the correct prediction results are in accordance with the truth of the actual data. FP (false positive) is a 
prediction that does not match the real truth and FN (false negative) is a negative value that is wrong or in other words the value should 
be positive, but the prediction results show a negative value. 

2.2.3. Model development 

2.2.3.1. Augmentation data experiment. In the augmentation experiment, 4 experimental stages were carried out. First, carry out the 
training process on data that is not augmented. Second, carry out the training process with photometric transformation. Third, do the 
training process with geometric transformation and finally combination of photometric and geometric transformation. The number of 
images used in each experiment can be seen in more detail in Table 2. Photometric and geometric transformation are 2 augmentation 
methods that are quite commonly used in agriculture [41], the example of augmented images can be seen in Fig. 5(A)–(F). Deep 
learning architecture used for the image augmentation experiment is yolov4 with CSPDarknet53 as backbone. The hyperparameter 
configuration used is a learning rate of 0.001, a batch size of 64 and a subdivision of 16, which is known to be the best configuration for 
the YOLOv4 architecture in detecting objects in the agricultural sector [12]. We use Albumentation framework to enhance the 
generalization and robustness of deep learning models [42]. The following is the configuration used in performing augmentation with 
Albumentation framework:  

• Random brightness range from − 40% to +60%  
• Random blur, noise variance from 7% to 9%  
• Image rotation 45◦ and 90◦

• Image translation with ratio 0.5 

2.2.3.2. Hyperparameter fine-tuning. Hyperparameters that will be tuned are learning rate and batch size. The training scenario for 
hyperparameter tuning carried out will use a combination of different learning rate and batch size values, more detailed about training 
scenario can be seen in Tables 3 and 4. The value of learning rate and batch size uses the reference in previous research on Model_1 
[12], Model_7 [29] and Model_13 [30]. From the results of the hyperparameter tuning, 1 best model based on validation result of each 
architecture will be selected for testing using video data. The test data used is divided into 2 types, firstly the video of 1 category and 
secondly, videos that have combination of categories. 

2.2.3.3. Frozen layer experiment. Freeze layer is a transfer learning technique where the layers in the architecture are frozen so that the 
resulting weight values from the previous training process will not change while the layers that are not frozen will experience weight 
changes during the training process. Several studies have proven that training on certain frozen layers will improve the accuracy 
performance of the model in making predictions [43]. The use of a large or small dataset affects the number of layers that are frozen, if 
the dataset is relatively small, it would be better if you increase the number of layers that are frozen, while for a relatively large dataset, 
it would be better to just freeze the initial layer [44]. In this experimental session, there will be 4 stages of freeze layers: (1) not 
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performing freeze layer, (2) freeze the first 10 layers, (3) freeze the first 23 layers, and (4) freeze the first 54 layers. The observation is 
done to see the impact of frozen layer, which used 4645 images consisting of original images with a combination of photometric and 
geometric data augmentation for training purpose. Hyperparameter used in the training process is a learning rate of 0.001, a batch size 
of 64, and subdivision of 16. 

3. Results and discussions 

3.1. Data augmentation result 

The results of the data augmentation in 4 stage experiment: (1) Without data augmentation, (2) Photometric transformation 
augmentation, (3) Geometric transformation augmentation, and (4) Combination of photometric and geometric augmentation are 
shown in Table 5 All the augmentation dataset can improve the mAP50 and IoU Score of models. From the results obtained show that 
the type of geometric augmentation has a better level of accuracy compared to other types of augmentation. The validation IoU value 
of geometric augmentation in Table 5 has a value of 1.5% better than photometric augmentation and 1.15% better than the combi-
nation of photometric and geometric augmentation, this indicates that geometric augmentation is able to detect the fresh fruit bunches 
more precisely than photometric augmentation. The test results strengthen the evidence that geometric data augmentation can 
perform object localization better than photometric augmentation, the IoU test on geometric augmentation was 4.56% better than the 
IoU test on photometric augmentation. Even more clearly can be seen in the experimental results in performing video detection in 
Fig. 10 (B) which shows the dataset with geometric augmentation is able to detect objects better than photometric augmentation in 
Fig. 10 (A), but by combining the two types of augmentation can improve both object localization and classification of fresh fruit 
bunches as shown in Fig. 10 (C), the effect of photometric data provides new variations thereby increasing the model’s ability to detect 
better while geometric data allows the model to detect better from various angles of objects. 

3.2. Hyperparameter tuning and testing result 

The following are the validation results of the hyperparameter tuning from the training scenario Tables 3 and 4 in section 2.2.3.2. 
The model training was done by using a train validation ratio of 7:3. The amount of data used is 4645 images consisting of original, 
photometric and geometric augmentation data. Overall, the experiments carried out at this stage started from performing hyper-
parameter tuning scenarios and then selecting the best 1 model from each different type of YOLOv4 architecture. The model that has 
been selected will be used to test videos that have only 1 category and videos that have combination of categories. The results of 
training and validation results from Table 6, indicates the model is not overfitting. Experiments on the YOLOv4-CSPDarknet53 model 
showed only slight changes in each training scenario, which means that the model has reached the optimal point in classifying and 
detecting. The highest IoU validation value was obtained in the Model_5 scenario with a value of 2.03% higher than Model_1. We chose 
Model_5, Model_12, and Model_16 for test 2 different types of video data. A high IoU value is an important consideration parameter in 
choosing the model used in conducting the test. Table 7 shows the results of detecting the maturity level of oil palm fresh fruit bunches 
from video that contain only 1 class category, the total video data used is 6 videos where each class uses 1 video data for testing with 
3238 ground truth annotations. YOLOv4-CSPDarknet53 has a better test result than YOLOv4-Tiny series, this is normal because 
YOLOv4-CSPDarknet53 has more layer depth than YOLOv4-Tiny. However, the YOLOv4-Tiny series also has good performance 
because the mAP50 value is above 80%. YOLOv4-Tiny 3L can detect and classify the object better than YOLOv4-Tiny because it has 
three detection layers, which means it can detect objects at three different object size scales: (1) small, (2) medium, and (3) large. The 
increase was not significant because the size of the oil palm fresh fruit bunches was relatively consistent. Although the difference in 
mAP values between YOLOv4-CSP and YOLOv4-Tiny series is slightly different, YOLOv4-CSPDarknet53 is still better in terms of object 
localization and class prediction of the maturity level of oil palm fresh fruit bunches as shown in Fig. 11 (A) and (D); Fig. 12 (A) and 
(D); Fig. 13 (A) and (D). For YOLOv4-Tiny testing on single category test data can be seen in Fig. 11 (B) and (E); Fig. 12 (B) and (E); 
Fig. 13 (B) and (E). Meanwhile, the YOLOv4-Tiny 3L test can be seen in Fig. 11 (C) and (F); Fig. 12 (C) and (F); Fig. 13 (C) and (F). 

We test data on videos that have combination class category (multi-category) to see if the model can distinguish many objects in 1 
frame with total 1288 annotations. The results from Table 8 show that the entire YOLOv4 model has not been able to detect more than 
1 class well in a video frame due to the training data used only has 1 class in each image. The best results are obtained from YOLOv4- 
Tiny 3L with the lowest FP and FN value. Detection test results can be seen in Fig. 14(A)–(F), and Fig. 15(A)–(F), YOLOv4-Tiny 3L is 
able to detect better than YOLOv4-CSPDarknet53. 

Overall, from the results of tests carried out at the hyper-parameter tuning stage, YOLOv4-Tiny 3L is the best model in detecting the 
maturity level of oil palm fresh fruit bunches. The detection speed is only 2 s different and the mAP rate is much better than YOLOv4- 

Table 5 
Data augmentation validation and test result.  

Augmentation Type Validation mAP50 Validation F1 Score Validation IoU Test mAP50 Test F1 Score Test IoU 

No Augmentation 83.4% 0.74 62.28% 91.82% 0.83 64.72% 
Photometric 98% 0.95 82.88% 92.87% 0.82 63.17% 
Geometric 99.1% 0.97 84.14% 93.93% 0.87 67.73% 
Combination 98.7% 0.96 83.18% 94.98% 0.87 67.38%  
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Fig. 10. The augmentation experiment on abnormal class video test set. (A) photometric augmentation result not able to detect all the fresh fruit 
bunches: (1) abnormal 96%, (B) geometric augmentation result able to detect all the fresh fruit bunches: (1) abnormal 97%, (2) abnormal 99%, (3) 
abnormal 43%, (C) The combination of photometric and geometric augmentation able to detect all fresh fruit bunches with a better class prediction 
score: (1) abnormal 100%, (2) abnormal 100%, (3) abnormal. 

Table 6 
Train and validation results from hyperparameter tuning scenario.  

Model Scenario Train mAP50 Train IoU Validation mAP50 Validation IoU 

YOLOv4-CSPDarknet53 Model_1 [12] 99.83% 86.8% 98.83% 82.41% 
Model_2 99.56% 84.65% 98.47% 80.96% 
Model_3 99.52% 82.22% 98.28% 78.78% 
Model_4 99.05% 79.95% 97.30% 75.67% 
Model_5 99.94% 89.26% 98.52% 84.12% 
Model_6 99.37% 84.62% 98.57% 81.33% 

YOLOv4-Tiny Model_7 [29] 96.72% 72.53% 94.17% 66.31% 
Model_8 90.09% 62.98% 85.43% 57.32% 
Model_9 54.4% 50.07% 51.30% 48.01% 
Model_10 41.47% 47.12% 41.07% 44.10% 
Model_11 99.08% 80.62% 97.61% 74.99% 
Model_12 99.44% 81.86% 97.88% 76.69% 

YOLOv4-Tiny 3L Model_13 [30] 99.67% 82.94% 98.26% 77.11% 
Model_14 99.15% 81.78% 97.74% 76.47% 
Model_15 99.74% 82.46% 98.33% 77.13% 
Model_16 99.55% 82.70% 98.08% 77.78% 
Model_17 99.58% 81.04% 98.39% 75.19% 
Model_18 88.19% 62.79% 84.22% 58.59%  
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Tiny and has a much lighter computational load than YOLOv4-CSPDarknet53. Meanwhile, YOLOv4-CSPDarknet53 has not been able 
to detect the maturity level of palm oil when using videos that contain combination category as well as YOLOv4-Tiny 3L. The results of 
experiments conducted showed that training using a dataset with only 1 category resulted in a model that was not good at testing data 
that had combination category. 

To prove it even more clearly, we conducted a detection test on all models with multi-category videos. The results of the mAP50 and 
IoU tests can be seen in Figs. 16 and 17. It turns out that the YOLOv4-Tiny Series is proven to be able to make better generalizations, 
especially on the YOLOv4-Tiny 3L. In the YOLOv4-Tiny series, the use of a smaller batch size causes the convergence level to take 
longer to be achieved so that when the epoch has ended, the loss level has not had time to reach the global minimum point so that the 
accuracy obtained is not good. YOLOv4-Tiny 3L on Model_14 got the highest mAP50 test value, this is because the number of batch sizes 
with the appropriate learning rate values, but still stuck at the local minimum and can be increased again if the specified step value is 
increased larger. Layer depth and the number of parameters are not determinants of model performance. YOLOv4-CSPDarknet53 has a 
layer that is too deep so it is not suitable for use on datasets with only 4645 images. In general, the test results show that the YOLOv4- 
Tiny Series tends to increase in performance if the learning rate value is inversely proportional to the batch size value, so if the learning 
rate value is large, it is better to use a small batch size. Meanwhile, in YOLOv4-CSPDarknet53, if you use a large learning rate and a 
large batch size, the performance will increase. 

Table 7 
Test result from video data that contain only 1 class category for each videos.  

Model mAP50 IoU F1 Score Detection time AVG 
FPS 

YOLOv4-CSPDarknet53 (Model_5) 97.64% 73.36% 0.93 19 s 41.5 
YOLOv4-Tiny (Model_12) 83.57% 56.90% 0.78 4 s 105.03 
YOLOv4-Tiny 3L (Model_16) 90.56% 58.35% 0.79 5 s 104.95  

Fig. 11. Test result for video that contain 1 class category. Row is the class type of abnormal and empty, the column is the model used for detection. 
(A), (B) and (C) are ‘abnormal’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. (D), (E) 
and (F) are ‘empty’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. 
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3.3. Freeze layer effect 

The performance of the training model on the frozen layer has evaluation results that are not much different in terms of mAP and 
IoU validation set. Freeze layer on the model only reduces 0.22%–0.32% for mAP50 validation and can reduce the required training 
time of approximately 2–3 h. The initial weight in the pre-trained model is optimal enough so that it has a validation result that is not 
much different from the model that does not freeze layer. The results of experiment can be seen in Table 9. Testing session which is 
carried out using a video that has 1 class category using freeze layer with the right composition is proven to improve performance. This 
increase is due to the optimal weight value from the results of previous training using a very large dataset which is then combined with 
the adjusted weight using the oil palm fresh fruit bunch dataset. The IoU value increased by 6.93% when compared to not freezing the 
layer. 

3.4. Discussions 

Detecting oil palm maturity in real-time is challenging due to obstacles such as piled objects, dynamic lighting, objects with 
different angles of view, and shadows that can cause discoloration of the oil palm fruit to get darker. Previous oil palm detection studies 
employed augmentations such as random brightness and Gaussian blur [1]. The emphasis on geometric augmentation is also carried 
out in research on the classification of oil palm maturity with additional Gaussian blur augmentation [3], but applying photometric or 
geometric augmentation alone is insufficient because objects can be seen in real time conditions from various camera points of view 
and dynamic lighting conditions. The data augmentation experiment conducted in Table 5 demonstrates that data augmentation 
successfully overcomes the challenge of detecting oil palm maturity by combining photometric and geometric augmentation, with an 
indication of improvement from mAP50 where objects can be properly identified and IoU where the model can do object localization 
better. The dataset offers a wide variety of item tilt angles and dynamic illumination that is better suited to outdoor scenarios as a result 
of photometric and geometric augmentation. Furthermore, the speed of detection is a critical factor in improving time efficiency in 
assessing the maturity stage of oil palm. 

The model development process aims to improve model performance by adjusting the hyperparameter configuration with the 
dataset used. The training outcomes on all YOLOv4 architectures are compared in Fig. 18(A)–(D). Each training result can reflect the 

Fig. 12. Test result for video that contain 1 class category. Row is the class type of over ripe and ripe, the column is the model used for detection. 
(A), (B) and (C) are ‘over-ripe’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. (D), (E) 
and (F) are ‘ripe’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. 
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properties of the final model. YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4 (combination tuning) from Fig. 18 (D) show that the 
model has not yet reached the global minimum average loss point, which is due to an insufficient number of training steps. Meanwhile, 
YOLOv4-Tiny 3L has the minimum loss value, indicating that the model is already performing well, but a higher step value is still 
needed for maximum performance. 

A comparison was made between the YOLOv4 architecture and other state-of-the-art object detection models such as SSD and 
EfficientDet to verify the performance of the developed model in detecting the maturity level of oil palm. Tables 10 and 11, show the 
detection results from single category and multi category data. In general, all models can detect single category data adequately, while 
multi-category data recognition remains poor. This could be because the dataset used for training is a single category with only one 
type of class in the video data for each category. The YOLOv4-Tiny 3L is highly recommended for real-time deployments because to its 
balanced mAP value and excellent detection speed. The IoU value on EfficientDet-D0 and SSD-MobileNetV2 FPN is much higher than 
YOLOv4 because the methods for generating anchor boxes differ. YOLOv4 uses a k-means cluster to determine 9 anchor box points 
based on the position of the bounding box in the dataset, whereas the model with the TensorFlow framework uses a multiscale anchor 
box. To demonstrate the model’s capabilities, 10 samples of the same video frame were utilized. For single category test data, it uses 
the last 10 frames from a total of 186 frames in the underripe class video test, while for multi-category test data it uses the last 10 
frames out of a total of 146 frames in the test video with a mix of overripe and empty classes. A video test on single category data is 
shown in Fig. 19. Although the YOLOv4 model’s total IoU value in Fig. 19 is lower than EfficientDet-D0 and SSD-MobileNetV2 FPN, 
YOLOv4 detects all objects more precisely than SSD-MobileNetV2, and the resulting prediction value exceeds EfficientDet-D0. 

Fig. 13. Test result for video that contain 1 class category. Row is the class type of under ripe and unripe, the column is the model used for 
detection. (A), (B) and (C) are ‘under-ripe’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respec-
tively. (D), (E) and (F) are ‘unripe’ class data that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. 

Table 8 
Test result from video data that contain combination category.  

Model mAP50 IoU F1 Score Detection time AVG 
FPS 

YOLOv4-CSPDarknet53 (Model_5) 48.54% 33.13% 0.43 13 s 44.8 
YOLOv4-Tiny (Model_12) 59.17% 42.83% 0.59 2 s 118.6 
YOLOv4-Tiny 3L (Model_16) 70.21% 45.50% 0.63 4 s 108.2  
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Meanwhile, the results of multi-category video detection in Fig. 20 show a better detection ability on YOLOv4-Tiny 3L. The YOLOv4- 
Tiny 3L detects better than the SSD-MobileNetV2 FPN. The object detection model with the Tensorflow framework has a significant 
advantage in terms of model size. SSD-MobileNetV2 and EfficientDet-D0 have more reliable and better IoU values than YOLOv4-based 
models. Meanwhile, mAP does not differ considerably, but the YOLOv4 model has a much faster detection speed, making it more 
suitable for application in real-time scenarios. 

The process of grading the maturity level of oil palm is often carried out after harvesting and after the fresh fruit bunches of oil palm 
are received by the palm oil processing mill. This research could be applied to oil palm plantations, although it is more appropriate for 
palm oil processing plants. Previous research on oil palm detection is more appropriate for use while performing automatic harvesting 
[1,4], but this study is more focused on assessing the maturity level of fresh fruit bunches of oil palm, which is more suited for use in 
sorting maturity levels in palm oil processing factories. The key advancement produced in this research is in the form of a video dataset 
with six classes of oil palm maturity levels, which is more suitable to real-world settings than non-sequential image datasets. This 
research investigated multi-category video data because the current research has not tested multi-category data, therefore the findings 
of the existing research are unsatisfactory, and most of the previous research employs a classification model [2,3,5,6] that cannot 
recognize several objects in one picture frame. Even so, using video datasets necessitates a large amount of data in order for model 
detection to perform well. According to Table 11, it performs poorly in the multi-category situation because the training dataset 
contains only single category data. Collecting video data takes longer than collecting non-sequential images due to several problems 
such as unpredictable weather and limited time for ideal lighting, such as between 11:00 a.m. and 01:00 p.m. 

4. Conclusion 

The development of the model at the experimental stage of data augmentation shows that geometric augmentation is able to better 
localize objects due to the influence of various angles of objects making the model understand more about the characteristics of the 
object. Meanwhile, photometric data augmentation makes the model more robust against illumination on objects, thereby increasing 
object classification capabilities. At the hyperparameter experimental stage, it can be concluded that the number of layers that are too 
large is not suitable for the dataset used because it is relatively small, this is evident in the YOLOv4-CSPDarknet53 model which has not 
been able to generalize well on the results of the multiple category videos test. Meanwhile, the model that can generalize objects well 

Fig. 14. Test result for video that contain combination class category. In the row is a chunk of frames with overripe and empty classes, while in the 
second row is an overripe and unripe classes. The column is the model used for detection. (A), (B) and (C) are ‘over-ripe’ and ‘empty’ class data that 
were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. (D), (E) and (F) are ‘over-ripe’ and ‘unripe’ class data 
that were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. 
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Fig. 15. Test result for video that contain combination class category. In the row is a chunk of frames with abnormal and ripe classes, while in the 
second row is a ripe and empty classes. The column is the model used for detection. (A), (B) and (C) are ‘abnormla’ and ‘under-ripe’ class data that 
were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. (D), (E) and (F) are ‘ripe’ and ‘empty’ class data that 
were tested using YOLOv4-CSPDarknet53, YOLOv4-Tiny and YOLOv4-Tiny 3L respectively. 

Fig. 16. All models mAP50 test result for multi-category videos.  
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among other models is YOLOv4-Tiny 3L using a learning rate of 0.001 and a batch size of 64 with an mAP50 test value of 72.15% on 
multiple category videos. However, these results cannot be said to be maximal because the model is stuck at the local minimum, this is 
because the number of steps in the training is still not enough. However, all YOLOv4 architectures perform very well to detect single 
category class videos. Using frozen layers doesn’t significantly improve model performance, it only improves object localization ca-
pabilities. This is proven when combining tuning models using the best hyperparameters and the best frozen layer performance, which 
increases the IoU by 3.76%. We succeeded in detecting the type of maturity level of oil palm fresh fruit bunches using a dataset in the 
form of video or sequential image which was applied to the object detection model as a novelty, where previous studies only used non- 
sequential images. When compared to models such as SSD-MobileNetV2 FPN and EfficientDet-D0, we believe that the future one stage 
object detector will see a promising improvement in terms of real-time detection accuracy. Possible development that can be done from 
this research is to automate in calculating each class that has been detected by the camera that can be used in real time. 

We suggest adding geometric augmentation with a variety of more varied tilt angles to increase accuracy in object localization. 
Meanwhile, to improve detection accuracy in videos that have combination of class category, it is recommended to add multi-category 
data for training. YOLOv4-Tiny 3L architecture is the most balanced among other architectures because it has fast training time, fast 
detection rate and light computing level but has relatively high accuracy but with a concern YOLOv4-Tiny 3L is more suitable for 
relatively small datasets. We believe that the use of large datasets will be more suitable against YOLOv4-CSPDarknet53. So it can be 
considered as a good choice for real-time detection. 
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Fig. 17. All models IoU test result for multi-category videos.  

Table 9 
Train validation and test result using frozen layers.  

Frozen layers Unfrozen layers Train mAP50 Train IoU Validation mAP50 Validation IoU Test mAP50 Test IoU 

0 161 99.83% 86.80% 98.83% 82.41% 94.98% 67.38% 
10 151 99.80% 88.41% 98.54% 83.64% 94.68% 69.69% 
23 138 99.84% 88.30% 98.51% 84.05% 98.53% 74.31% 
54 107 99.70% 87.86% 98.61% 83.88% 96.83% 73.42%  
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Fig. 18. Loss value from training result: (A) YOLOv4-CSPDarknet53, (B) YOLOv4-Tiny, (C) YOLOv4-Tiny 3L, (D) YOLOv4-CSPDarknet53 with 
combination tuning. 

Table 10 
Object detection model comparison using single category dataset.  

Model Framework Parameters (Million) Detection speed (second) mAP50 IoU Model Size (MB) 

Model_1 [12] DarkNet 53 18 94.98% 67.38% 244.3 
Model_5 DarkNet 53 19 97.64% 73.36% 244.3 
Model_7 [29] DarkNet <10 5 86.02% 52.23% 22.5 
Model_12 DarkNet <10 5 83.57% 56.90% 22.5 
Model_13 [30] DarkNet <10 4 90.18% 59.47% 23.4 
Model_16 DarkNet <10 4 90.56% 58.35% 23.4 
YOLOv4-CSPDarknet53 (23 layer frozen) DarkNet 53 17 98.53% 74.31% 244.3 
YOLOv4-CSPDarknet53 (Combine tuning) DarkNet 53 20 81.37% 59.5% 244.3 
EfficientDet-D0 [35] Tensorflow 3.9 52 99.30% 87.10% 40.1 
SSD-MobileNetV2 FPN [35] Tensorflow 15 30 98.51% 87.12% 17.6  
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Table 11 
Object detection model comparison using multi-category dataset.  

Model Framework Parameters (Million) Detection speed (second) mAP50 IoU Model Size (MB) 

Model_1 [12] DarkNet 53 12 41.97% 35.04% 244.3 
Model_5 DarkNet 53 13 48.54% 33.13% 244.3 
Model_7 [29] DarkNet <10 3 60.53% 39.1% 22.5 
Model_12 DarkNet <10 3 59.17% 42.84% 22.5 
Model_13 [30] DarkNet <10 3 65.05% 46.16% 23.4 
Model_16 DarkNet <10 3 70.21% 45.50% 23.4 
YOLOv4-CSPDarknet53 (23 layer frozen) DarkNet 53 11 43.56% 39.03% 244.3 
YOLOv4-CSPDarknet53 (Combine tuning) DarkNet 53 13 44.91% 36.86% 244.3 
EfficientDet-D0 [35] Tensorflow 3.9 36 54.51% 85.11% 40.1 
SSD-MobileNetV2 FPN [35] Tensorflow 15 20 70.04% 84.47% 17.6  

Fig. 19. The results of the analysis of the sample with 10 video frames in the underripe class (single category data).  
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