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A B S T R A C T   

The incubation period, or the time from infection to symptom onset, of COVID-19 has usually been estimated by 
using data collected through interviews with cases and their contacts. However, this estimation is influenced by 
uncertainty in the cases’ recall of exposure time. We propose a novel method that uses viral load data collected 
over time since hospitalization, hindcasting the timing of infection with a mathematical model for viral dy-
namics. As an example, we used reported data on viral load for 30 hospitalized patients from multiple countries 
(Singapore, China, Germany, and Korea) and estimated the incubation period. The median, 2.5, and 97.5 per-
centiles of the incubation period were 5.85 days (95 % CI: 5.05, 6.77), 2.65 days (2.04, 3.41), and 12.99 days 
(9.98, 16.79), respectively, which are comparable to the values estimated in previous studies. Using viral load to 
estimate the incubation period might be a useful approach, especially when it is impractical to directly observe 
the infection event.   

1. Introduction 

The current COVID-19 outbreak is characterized by a longer incu-
bation period (i.e., time from infection to symptom onset) than that of 
influenza and other acute respiratory viruses. This longer incubation 
period means that many of the strategies for disease control that rely on 
symptom-based surveillance (e.g., community fever monitoring or home 
observation of travelers for symptoms) will not effectively control the 
outbreak. For example, the wide geographic spread of SARS-CoV-2 
could have been driven by this long incubation period, allowing cases 
to pass through border control measures such as temperature screening 

(Wells et al., 2020). 
Estimating the incubation period is challenging, because we rarely 

directly observe the time of infection or the time of symptom onset 
(examples to the contrary in HIV infection show the intense follow-up 
needed to observe these events (Robb et al., 2016; Rolland et al., 
2020)). The first study estimating the incubation period of SARS-CoV-2 
was that of Bi et al. (2020), who fit a log-normal model to a subset of 
cases for whom detailed information about exposure to another case was 
available. 

However, even with meticulous contact tracing, directly observing 
infector-infectee pairs is a time-consuming process, especially when the 
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incubation period is lengthy. Measuring the incubation period through 
contact tracing is more difficult if the infector-infectee pair had a lot of 
contact with each other, leading to a number of suspected individuals 
needing to be interviewed. Indeed, Bi et al. demonstrated large uncer-
tainty (the interval of exposure was more than 10 days for about 25 % of 
the cases) concerning the timing of infection for COVID-19 in China (Bi 
et al., 2020). Although a majority of studies estimated incubation period 
of SARS-CoV-2 (Bi et al., 2020; Lauer et al., 2020; Linton et al., 2020) 
used a statistical modelling technique that accounts for uncertainty in 
both the reports of exposure time and the time of symptom onset (Reich 
et al., 2009), they had to inherently use a heuristic weight function for 
the censored information. 

Here we propose another approach to estimating the incubation 
period, in which we use longitudinal data on viral load and hindcast the 
point of initial infection. Viral load data were collected at the early stage 
of the epidemic for clinical purposes (e.g., understanding the etiology 
and the pathophysiology of COVID-19) and to ensure patients were no 
longer shedding virus (or more precisely, viral fragments) before hos-
pital discharge. The data were analyzed using a mathematical model 
describing viral dynamics, which typically draws a bell-shaped curve (i. 
e., viral load first increases exponentially until the peak, where it starts 

to decline). Although the data are available only after the onset of 
symptoms, the timing of infection can be estimated by hindcasting the 
model for each case. 

2. Results 

2.1. Viral load dynamics for SARS-CoV-2 

We extracted viral load data for 30 hospitalized patients as reported 
in four papers (Table S1) and quantified the dynamics of SARS-CoV-2 
infection with a mathematical model previously proposed (Ikeda 
et al., 2016; Perelson, 2002; Kim et al., 2020a): 

df (t)
dt

= − βf (t)V(t),
dV(t)

dt
= γf (t)V(t) − δV(t),

where f(t) and V(t) are the relative fraction of uninfected target cells at 
time t to those at time 0 and the amount of virus at time t, respectively. 
The parameters β, γ, and δ are the rate constant for virus infection, the 
maximum rate constant for viral replication, and the death rate of 
infected cells, respectively. The viral load data from the four different 

Fig. 1. Viral load dynamics for each case in Asia: Each colored symbol corresponds to the measured viral load (Singapore: pink, China: blue, Korea: yellow). The 
shadowed region corresponds to the estimated viral load from 100 sets of parameters resampled from conditional distributions; the solid line gives the best-fit curve. 
The time scale is days since the onset of symptoms (the black dotted vertical line is the day of symptom onset). The gray dashed horizontal line is the detection limit. 
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papers were fitted to the model with mixed effects, which assumed that 
the parameters for each individual follow normal distributions with the 
same population mean. Several different models other than the model 
described above are available to explain the viral load trajectory of acute 
infection. However, we chose this model because it better explains the 
data. As an example, the model considering eclipse phase has been 
proposed for acute infection and has been applied to SARS-CoV-2 
(Baccam et al., 2006; Gonçalves et al., 2020). We fitted the models 
with and without eclipse phase and compared the goodness-of-fit (i.e., 
BIC). Although the BICs were comparable, we needed to fix the 
parameter value that determines the length of the eclipse phase. Thus, 
we decided to use the current model without eclipse phase. The viral 
load dynamics for each case in Asia and Europe is shown in Figs. 1 and 2, 
respectively, and the estimated values of the parameters for each case 
are summarized in Table S2. The peak of viral load appeared 2–3 days 
after symptom onset. Note that in the data, there were no cases in which 
viral load was measured before symptom onset. Among the total 30 
cases, viral load was the highest in the first measurement in 14 cases. 

2.2. Establishing a viral load threshold for infection 

To assess the day on which SARS-CoV-2 infection was established, in 
other words, the start of the exponential growth phase of the viral load 
(Perelson, 2002), we needed to set the viral load threshold for this 
timing. The time of the infection event, Tinf , was identified by means of 
back-calculation by using the dataset when the viral load reaches the 
threshold. We used the three cases reported from China (Patients D, H, 
and L) with known primary cases to determine the viral load threshold 
to establish infection (Zou et al., 2020). For these three cases, the day of 
exposure was assumed to be equal to the day of the infection event, as 
follows. A case (Patient E) from Wuhan visited Patient D and Patient L in 
Zhuhai on January 17. Patients D and L developed symptoms on January 
23 and 20, respectively (thus their primary case is Patient E). Two cases 
(Patient I and P) from Wuhan visited their daughter, Patient H, in Zhuhai 
on January 11. Patient H developed fever on January 17 (thus her pri-
mary cases are Patient I and P). Using this contact information, we 
computed the viral load for the day on which infection was established 
by hindcasting the mathematical model with the estimated parameters, 
which we defined as the infection establishment threshold. The viral load 
threshold was 10− 6.59 − 10− 5.01, 10− 6.49 − 10− 4.93, and 10− 1.77 −

10− 0.20 (all of which correspond to 95 % confidence intervals) for Pa-
tients D, H, and L, respectively. The viral load threshold, or the dose of 
exposure, should be heterogeneous between patients; thus, we fitted the 
normal distribution to the log-transformed estimated viral load 
threshold. Specifically, we randomly sampled 100 values from the 
estimated distribution of viral load threshold for each of the three pa-
tients and then fitted a normal distribution. We used this distribution 
(10x; x ∼ N(− 4.17,2.252)) as the threshold for further analyses. 
Because the viral load thresholds estimated for the three patients 

differed substantially, we performed the same analysis for each patient 
and used the thresholds to estimate the distribution of incubation pe-
riods as sensitivity analyses. 

2.3. Incubation period of COVID-19 

With the viral load threshold, we computed the incubation period, 
Tinf , for all patients by hindcasting the mathematical model after fitting 
the model to the data. To address the uncertainty of the estimation, we 
resampled 100 parameter sets for each individual including the viral 
load threshold and obtained the corresponding 100 Tinf for each indi-
vidual (i.e., 100 × 30 Tinf in total) (see “The nonlinear mixed effect 
model” for the details of computation). Then, the three parametric dis-
tributions were fitted to 100 × 30 Tinf : Weibull, gamma, and log-normal 
distributions. Comparing the Akaike Information Criteria (AIC) for those 
three distributions, the best model (i.e., that with the lowest AIC) was 
used for further analyses. The parametric bootstrap method was used to 
assess parameter uncertainty. Specifically, the bootstrap sample was 
composed of 30 Tinf : a single Tinf was resampled from the 100 Tinf of 
each individual. The best parametric model (i.e., Weibull, gamma, or 
log-normal distribution) was fitted to the bootstrapped data for 
parameter inference. We repeated this process 1000 times and obtained 
1000 parameter sets, and the median, 2.5, and 97.5 percentiles of the 
distribution were computed. As a sensitivity analysis, the above process 
was repeated with the data from Europe (Germany) and Asia (China, 
Singapore, and Korea) separately. 

Fig. 3 shows the 95 % CI of the empirical distribution of the timing of 
infection for each case estimated from the viral load data using the virus 
dynamics model. The AICs of the three models (log-normal, gamma, and 
Weibull distributions) were 13812.7, 13930.3, and 14390.1, respec-
tively. Thus, the lognormal distribution was preferred and was used for 
further analysis. Fig. 4A and D summarize the estimated cumulative 
distribution function and probability density function of the incubation 
period for COVID-19 (log-normal distribution), respectively. The me-
dian, 2.5, and 97.5 percentiles of the incubation period were 5.85 days 
(95 % CI: 5.05, 6.77), 2.65 days (2.04, 3.41), and 12.99 days (9.98, 
16.79), respectively. For a sensitivity analysis, distributions of the in-
cubation period were computed for Asia (Singapore, China, and Korea) 
and Europe (Germany) separately in Fig. 4BC and EF. The median, 2.5, 
and 97.5 percentiles of the incubation period were 5.77 days (95 % CI: 
4.81, 6.61), 2.69 days (1.84, 3.49), and 12.26 days (9.30, 16.67), 
respectively, for Asian countries. The median, 2.5, and 97.5 percentiles 
of the incubation period were 6.01 days (95 %CI: 4.93, 7.37), 3.01 days 
(1.76, 4.13), and 12.18 days (7.98, 16.91), respectively, for Europe. We 
did not observe large difference in the incubation period in the data from 
Asia and Europe. Furthermore, we used the threshold estimated from 
each patient to estimate the distribution of the incubation period. The 
median, 2.5, and 97.5 percentiles of the incubation period were 5.81 
days (95 % CI: 4.97, 6.69), 2.53 days (1.96, 3.25), and 13.23 days 

Fig. 2. Viral load dynamics for each case in Europe: Each colored symbol corresponds to the measured viral load (Germany: green). The shadowed region 
corresponds to the estimated viral load from 100 sets of parameters resampled from conditional distributions; the solid line gives the best-fit curve. The time scale is 
days since the onset of symptoms (the black dotted vertical line is the day of symptom onset). The gray dashed horizontal line is the detection limit. 
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(10.46, 17.23) using the threshold of Patient D; 7.17 days (95 % CI: 6.37, 
8.02), 3.85 days (3.21, 4.65), and 13.35 days (10.74, 16.55) using the 
threshold of Patient H; and 3.89 days (95 % CI: 3.45, 4.37), 2.04 days 

(1.72, 2.48), and 7.29 days (5.81, 9.02) using the threshold of Patient L. 
As expected, the lower threshold yielded to a longer incubation period. 

3. Discussion 

Inferring the timing of infection is challenging in general. Given 
asymptomatic and presymptomatic transmission and the relatively long 
incubation period of SARS-CoV-2, not all patients are aware of how they 
were exposed or the specific time of exposure. The median incubation 
period of SARS-CoV-2 is estimated to be 5–6 days (Bi et al., 2020; Lauer 
et al., 2020; Linton et al., 2020; Backer et al., 2020), whereas that for 
other acute respiratory viral infections, such as SARS-CoV-1, non-SARS 
human coronaviruses, influenza A virus, and influenza B virus, are 
estimated to be 4.0, 3.2, 1.4, and 0.6 days, respectively (Lessler et al., 
2009). The proportion of SARS-CoV-2 infection that is asymptomatic 
ranges from 40 % to 45 % (Prevalence of Asymptomatic SARS-CoV-2 
Infection), which is close to that for influenza (50 %) (Weinstein et al., 
2003). By contrast, asymptomatic cases are rarely observed for 
SARS-CoV-1 (Lee et al., 2003). Thus, we proposed using viral load data, 
which are externally measured and are independent of recall. The me-
dian of the estimated incubation period was about 6 days, and 97.5 % of 
cases developed symptoms in about 13 days. These estimations are 
consistent with previously published estimates (Bi et al., 2020; Lauer 
et al., 2020; Linton et al., 2020; Backer et al., 2020). 

Mass vaccination campaigns for SARS-CoV-2 have been proceeding 
with unprecedented speed; however, the risk of resurgence will not be 
negligible (influenza outbreaks happen even though effective vaccines 
are available). In addition to the vaccine, contact tracing is important to 
reduce the risk for resurgence, and being able to make valid estimates of 
the incubation period helps to reduce the burden in the contact tracing 
process. Indeed, contact tracing helped to further identify and treat cases 
earlier than a symptom-based approach (Bi et al., 2020). Furthermore, 

Fig. 3. The estimated day on which infection was established for each 
case by use of day from symptom onset as the time scale: The dots and the 
bars are the median, 2.5, and 97.5 percentiles of the empirical distribution of 
the estimated day on which infection was established for each case. The case 
IDs on the right correspond to those in the original papers. 

Fig. 4. The estimated incubation period: (A, B, C) The cu-
mulative distribution function for total, Asian, and European 
cases, respectively. We used the log-normal distribution for 
fitting. The gray lines were drawn based on the 1000 different 
bootstrap samples. The horizontal bars are 95 % CIs at 2.5 %, 
50 %, and 97.5 % of the distribution. The solid red curve 
corresponds to the median of the estimated distribution. (D, E, 
F) The probability density function for total, Asian, and Euro-
pean cases, respectively.   
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when we know the incubation period distribution, we can better assess 
the role of presymptomatic infection in the outbreak. Combined with the 
serial-interval distribution, the incubation-period distribution has been 
used to quantify the proportion of presymptomatic infection (He et al., 
2020). 

The strength of this approach is that it can complement the limita-
tions of the classic interview-based approach regarding ascertaining the 
exposure event. Our proposed approach may be applicable not only to 
human infectious disease and zoonoses such as influenza and COVID-19, 
but also to animal/livestock infectious diseases such as foot-and-mouth 
disease when contact recall is not possible. Furthermore, replicating 
viral load from infection to recovery is helpful not only for estimating 
the incubation period but also for clinical and epidemiologic under-
standing of the disease. For example, we observed that the viral load of 
SARS-CoV-2 peaked 2–3 days after the onset of symptoms, which is 
consistent with the finding that the viral load in throat swabs was on the 
decline when first measured (2–4 days since symptom onset) (18, 19). 

There are several limitations to be noted in this study. One is related 
to the modelling approach. Our approach did not account for any un-
certainty in reported day of symptom onset because the data did not 
include the range of exposed days. The approach accounting for un-
certainty was previously proposed by Reich et al. (Reich et al., 2009). 
Combining our approach with that of Reich et al. might reduce uncer-
tainty surrounding the precise reporting of exposure and illness onset 
once such data are available, which is doable because estimation of the 
timing of infection and estimation of the incubation-period distribution 
are independent. The model we used in this study did not include 
detailed immune response or antiviral effects given limited information. 
We can update the model once relevant data are available. 

Another limitation is relevant to the data we used. The proposed 
approach requires collection of viral loads over time since symptom 
onset, which might not be feasible for all patients or in resource-limited 
contexts. A few studies have investigated change in viral load over time 
(Benefield et al., 2020; Kucirka et al., 2020). However, those studies 
included viral load data with observation at a single time point because 
they did not consider individual variability. Further, one paper assumed 
that the incubation period was 5 days when symptom onset information 
was not available (Benefield et al., 2020). We believe such an approach 
is unreasonable because 1) the day of exposure is extremely hard to 
observe (and therefore we are proposing to use longitudinal viral load 
data), and 2) the incubation period varies between patients. We admit 
the inclusion criterion for data in our study (more than three data points 
from each patient) is a limitation of our study; however, we do not think 
that adding nonlongitudinal data or data without information on 
symptom onset would be an option. We used data from hospitalized and 
symptomatic patients. If viral dynamics and the incubation period differ 
in unhospitalized patients, the estimated incubation-period distribution 
should represent that for hospitalized patients only. Indeed, we are 
planning to collect saliva samples from mildly symptomatic to asymp-
tomatic patients (https://rctportal.niph.go.jp/en/detail?trial_id=jRCT2 
071200023). We used the viral load data collected from upper respira-
tory specimens (i.e., nasopharyngeal, oropharyngeal, nasal swabs), 
because viral dynamics differs between organs, as evidenced in multiple 
studies (e.g., rectal swab vs. nasal swab) (Xu et al., 2020; Young et al., 
2020). However, viral dynamics might also differ between nasal, naso-
pharyngeal, and oropharyngeal swabs, even though they are close. 
Similarly, sex, age, and other factors might influence viral dynamics; 
however, such information was not consistently available from all pa-
tients. We treated the different types of swabs as a covariate in the 
model, but the computation did not converge because of the small 
sample sizes. However, because we used a mixed-effect model, the 
random effect in every parameter (on each patient) should have 
considered the difference in viral dynamics due to the sample type and 
demographic differences to some extent. 

Being able to make valid estimates of the incubation period distri-
bution is essential for mitigating risk of disease spread. Knowing the 

estimated incubation period distribution simplifies the process of con-
tact tracing and improves our understanding of the role of presymp-
tomatic infection. By unifying the proposed approach with existing 
epidemiologic methods, we can achieve precise estimation of the 
incubation-period distribution. 

4. Materials and methods 

4.1. Data 

The viral load data were from 30 hospitalized patients presented in 
four previously published studies of hospitalized COVID-19 patients 
(Zou et al., 2020; Wölfel et al., 2020; Young et al., 2020; Kim et al., 
2020b). All cases used in our analysis presented with symptoms before 
or after hospitalization. For consistency, the viral load data from upper 
respiratory specimens were used in the analysis. Patients treated with 
antivirals or with less than two data points were excluded. For all the 
studies from which we extracted data, ethics approval was obtained 
from the ethics committee at each institute. Written informed consent 
was obtained from the patients or their next of kin in the original studies. 
We summarized the data in Table S1 and described the details in the 
Supplementary Material. 

4.2. The nonlinear mixed effect model 

MONOLIX 2019R2 (www.lixoft.com) was used to fit the nonlinear 
mixed-effects model to the viral load data. The nonlinear mixed-effects 
model incorporates fixed effects and random effects accounting for 
interpatient variability in viral dynamics. Specifically, the parameter for 
individual k, θk( = θ × eπk ), is represented by the fixed effect, θ, and the 
random effect, πk, which follows the Gaussian distribution with mean 0 
and standard deviation Ω. The fixed effect (population parameter) and 
random effect were estimated by using the stochastic approximation EM 
(expectation-maximization) algorithm and empirical Bayes’ method, 
respectively. Using estimated parameters and a Markov Chain Monte 
Carlo algorithm, we obtained the conditional distribution of parameters 
for each patient. A total of 100 parameter sets for each patient were 
resampled from the conditional distribution and used to estimate the 
incubation period distribution. 
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