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ABSTRACT: Herein, we present KiMoPack, an analysis tool for the kinetic modeling of
transient spectroscopic data. KiMoPack enables a state-of-the-art analysis routine including
data preprocessing and standard fitting (global analysis), as well as fitting of complex (target)
kinetic models, interactive viewing of (fit) results, and multiexperiment analysis via user
accessible functions and a graphical user interface (GUI) enhanced interface. To facilitate its
use, this paper guides the user through typical operations covering a wide range of analysis
tasks, establishes a typical workflow and is bridging the gap between ease of use for less
experienced users and introducing the advanced interfaces for experienced users. KiMoPack is
open source and provides a comprehensive front-end for preprocessing, fitting and plotting of
2-dimensional data that simplifies the access to a powerful python-based data-processing
system and forms the foundation for a well documented, reliable, and reproducible data
analysis.

■ INTRODUCTION

In many chemical disciplines, kinetic modeling is used to
extract and understand the mechanisms underlying time-
resolved spectroscopic data. It is extensively used in the
analysis of time-resolved spectra from optical spectroscopy,1−3

but also in, e.g., X-ray spectroscopy,4,5 spectroelectrochemis-
try,6−10 and photocatalysis.8,11,12 Common to all techniques is
that a spectrum is distorted by one, or multiple processes. The
evolution of the distortion can be used to, e.g., disentangle
processes or/and to extract additional information from the
system. In the study of photoinduced dynamics including
energy and electron transfer, transient/time-resolved spectros-
copy can be an essential tool.1 One form of time-resolved
spectroscopy is to follow the temporal evolution after a pulsed
excitation by monitoring changes in optical properties such as
absorption, emission or scattering of light. The challenge in
working with these inherently multivariate data sets is the need
to extract the information in a controlled and reproducible
way, not using the proverbial black box approach.
In this paper, we present KiMoPack (kinetic modeling

package), a software package designed to model photoinduced
chemical kinetic measurements, which is also capable to model
modulated data obtained by other initiation methods. We have
used KiMoPack successfully to analyze datasets obtained from
transient X-ray spectroscopy,5 photocatalysis,12 and spectroe-
lectrochemistry.6,7,13 However, in the following discussions, we
will focus on transient optical spectroscopy and the associated
data handling. The essential design criteria for KiMoPack are
to provide a reproducible workflow tool in which preprocess-
ing, model-free analysis, and fast and advanced modeling are
combined with a powerful set of plotting and comparison

methods. The data work up can be divided into five general
stages:

(A) Preprocessing. Perform background subtraction, arrival
time correction, combine and filter multiple measure-
ments, define limits, suppress scattered light, and visually
inspect/compare data.

(B) Kinetic Model-Free Analysis. Employ model free
analysis methods such as, e.g., singular value decom-
position (SVD)14−19 to gain insights into the number of
processes/states (e.g., chemical species) contributing to
the data set.

(C) Global Analysis. Express the dynamics using independ-
ent first-order exponential decays with guessed param-
eters and use global analysis2,20−22 to optimize the
parameters and decompose the time-resolved spectra
into kinetic traces and transient spectra, assuming a bi-
linearity of the data.

(D) Target Analysis. Express different chemical mechanisms
through parameter dependent temporally changing
concentrations. Often this is achieved through numeri-
cally integrating differential rate equations. Optimize the
used set of parameter through global analysis and extract
the species associated spectra (SAS).2,20−22 In KiMo-
Pack, all fitting steps may include external spectra (e.g.,
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spectro-electroctochemical data) and external kinetic
information (e.g., measured laser pulse profiles) and can
be simultaneously performed on multiple data sets. A
confidence interval of the variable parameter set can
then be evaluated using an F-test, comparing the
parameter induced variations (under reoptimization)
to the statistical variations.

(E) Visualization of results. In KiMoPack, powerful visual-
ization routines are provided to facilitate the refinement
and comparison of the results from different kinetic
models, create informative report files or publication
ready plots. Flexible reporting, data extraction, and
postprocessing capabilities simplify interaction with
other software packages, e.g., as input in other modeling
tools or specialized scientific plotting software.

KiMoPack is an open source python package that uses
customizable Jupyter notebooks as workflow tools to provide a
powerful, but still user-friendly interface for a well
documented, flexible, and reproducible analysis of transient
data. Its modularity also allows the combination with other
tools like the recently introduced DeepSKAN,23 which
suggests probable kinetic models from time-resolved spectra
by artificial intelligence algorithms but does not perform the
target analysis. However, we have found that at the current
state of development, human intuition and experience often
leads faster to the right conclusions. To the best of our
knowledge, there is not yet such a comprehensive open source
program available for analyzing data in more complicated
models than the standard parallel and sequential approaches
that simultaneously integrate a comprehensive data pre- and
postprocessing and statistically robust error estimation.24−27

The program that comes closest to the desired functionality
is Glotaran,24,28,29 which however is lacking in some flexibility
of model building and fitting control, and has significant
limitations due to primarily relying on a graphical framework.24

In contrast, the herein presented KiMoPack is designed as a
very flexible python framework that triggers the analysis
tasks through flexible and user-friendly functions, acting as a

frontend to the programming language. The source code of
KiMoPack is available on Github30 and as frozen releases on
zenodo.31 Typically it is installed through one of the two
common package managers conda32 or pypi.33 The code is
documented comprehensively on ReadtheDocs.34 A few
introductory movies are available on the KiMoPack tutorial
youtube channel.35 The workflow tools and a series of
working-along tutorials are available on the Github page.30

The aim of this contribution is to present the general
workflow and advanced features of KiMoPack that outperform
state-of-the-art open-source and commercial programs.24,36

This contribution also provides Jupyter notebooks that guide
through several typical analysis tasks (workflow tools) making
KiMoPack easier accessible to users with less programming
background while offering the full flexibility of python for
more experienced user. Both the tutorials and the following
sections focus on the analysis and discussion of transient
absorption (TA) data.

■ RESULTS

We will demonstrate the application of KiMoPack for
analyzing typical TA data sets using the widely studied
ruthenium complex [(tbbpy)2Ru(dppz)]

2+ (Ru-dppz, tbbpy =
4,4′-di-tert-butyl-2,2′-bipyridine, and dppz = dipyrido[3.2-
a:2′,3′-c]phenazine) as model substance.37−41 Ru-dppz is
interesting due to its so-called light-switch effect in which the
relative population of a bright (emissive) and a dark (non-
emissive) 3MLCT excited state is governed by the local solvent
environment (see Figure 1).38−40,42−46 The general relaxation
models in various solvents are well-known from litera-
ture.42,43,45,47−49 However, the analysis is challenging in the
sense that it requires the handling of multiple data sets,
different kinetic models, and the comparison functions. This
makes Ru-dppz a suitable reference system to demonstrate the
workflow in KiMoPack. The respective data sets are available
as Supporting Information (e.g., TA_Ru-dppz_400
nm_ACN.SIA) as are a series of tutorials that allow the
reader to follow the analysis of TA data of Ru-dppz step-by-

Figure 1. Schematic Jablonski diagrams for the photoinduced relaxation schemes of Ru-dppz in dichloromethane (DCM), acetonitrile (ACN), and
water (H2O) upon MLCT excitation between 390 and 450 nm.
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step. The sample data shown here was collected upon 400 nm
excitation in dichloromethane (DCM), acetonitrile (ACN)
and water (H2O) in various levels of complexity.
The provided Jupyter notebooks contain the functions and

parameters that are employed and adjusted during a
representative analysis session. This allows early users to easily
change the values or extend the comments and the experienced
users to have a customizable, fast, and reproducible workflow.
Typically, a new Jupyter notebook is created from the
templates/previous analysis for each new analysis session,
which then documents the procedures, parameters, and results
in a visible way. This procedure also enables very fast and
repeated data processing as the entire notebook can be run
repeatedly. In the tutorials, several of these analysis sessions are
extensively documented, and their individual functionality is
explained. An even more comprehensive documentation of all
functions and their parameters can be found on Read-
theDocs.34 In the following, we will guide the reader
through the key analysis steps: reading, preprocessing, kinetic
modeling, plotting, and saving of data, for the example of TA
data from Ru-dppz. These analysis steps can be divided into
three working routines: the input, optimization, and collecting
routine of KiMoPack (see Figure 2). This modular structure
allows not only flexible workflows but also the concept that
future extensions can be made without significant changes to
the program core and prior analysis notebooks can be reused
and extended.

■ INPUT ROUTINE

In the input routine, the experimental data are loaded and
converted into the form of a matrix Aij ( ∈ ×Aij

m n, m =

number of times, n = number of wavelengths). Subsequently,
these data can be preprocessed, e.g., chirp-corrected, and a
range of parameter is defined that defines, e.g., a spectral or
temporal range of interest or certain masks for the subsequent
routines of analysis and plotting.

Import of Experimental Data. KiMoPack supports the
work with various formats of time-resolved spectroscopic data.
The internal format is based on a pandas Data-
Frame(s)50 that assembles n probe wavelengths {λ1, λ2, ...,
λn} and at m times relative to the instant of excitation {t1, t2, ...,
tm} into a matrix Aij with the times and wavelength as index.
Noteworthy, the import functions support many file formats;
i.e., the measured data can be provided transposed, with
separate files for temporal and wavelength (or energy)
information or can be a single wavelength measured kinetics
to name just a few. The file(s) to be processed are selected
either via a GUI (pf.TA(’gui’) or pf.TA-
(’recent’) for a single file or pf.GUI_open() for
mult ip le fi l e s) or the fi l ename (e .g . , pf.TA-
(’filename.SIA’)) with a wide range of further
importing options. For further details see the Opening of data
section in the documentation.51

Figure 2. Schematic representation of the processing structure and the three main workflow routines, i.e., the input (blue box) and standard
optimization (green box), as well as collecting and plotting routines (orange box) KiMoPack. Individual operations (functions) and their returns
are indicated by bright gray and colored boxes, respectively.
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Single Scan Handling. Often spectroscopic data are
collected over multiple separate measurements (scans). In
this case a separate inspection and selection of the scans prior
to the analysis is often beneficial. The Summarize_scans
function displays the sum of the measured intensities in one or
two user definable time-spectral windows for each scan and
allows an interactive selection of scans with damaged/changed
samples regions or scans with particularly strong disturbances.
The tutorial 04_KiMoPack_ScanHandling.ipynb is
a guide through this procedure. In the tutorial, one of the
windows represents the excited state absorption (ESA) and the
second the ground state bleach (GSB). In this example,
fluctuations in the GSB indicate fluctuations of the laser pump
intensity, while changes in the ESA indicate sample
degradation, which can be selected and excluded from the
average.
Data Preprocessing. Preprocessing of data typically

includes a variety of tasks, including the reading (of many
formats), binning, baseline subtraction, filtering, and arrival-
time (chirp) correction as well as the suppression of one or
multiple (temporal or spectral) regions containing scattered
excitation light or artifacts.52,53 One important concept of
KiMoPack is to apply the shaping during each action, such as
plotting or fitting anew to a fresh copy of the unaltered data
set. This requires that all necessary parameters are passed to
each function. For the user this is simplified by packaging the
data, functions, and parameters into a TA object that contains
all the parameters. A detailed description of the functions and
their arguments can be found in the documentation in the
Shaping of data section.54 Typically, the initial task of
inspecting the measured data consists (all optional) of: (i)
Importing of a file (creating the TA object), (ii) filtering of
obvious spikes (Filter_data-function), (iii) baseline
subtraction (Background function), (iv) arrival time
correction (time-zero of each probe wavelength, Cor_Chirp
function), and (v) plotting of the so processed data
(Plot_RAW or Plot_Interactive function). Of
these, all but the import are optional and triggered by calling
the respective functions.
Arrival-Time (Chirp) Correction. An essential preprocessing

step is the correction of the temporal axis for different
wavelength, often called arrival time or chirp correction. This is
initially accomplished by selecting a series of points via a GUI
in the 2D-map of the TA data in a selected time-window
(Cor_Chirp). Those points are then approximated with a
4th order polynomial and the original data (stored in
ds_ori) are interpolated and corrected along this so defined
dispersion curve and stored as copy (in the variable ds). This
selection can be refined manually at any time or automatically
during the fitting procedure. Moreover, correction curves from
prior or similar measurements can easily be employed.

■ OPTIMIZATION ROUTINES

In physics, chemistry, and biology, much effort and research
are devoted to understanding the dynamics of various
processes. To unravel and characterize the processes that
contribute to changes in system parameters (e.g., absorption or
vibration properties) with time, it is necessary to analyze the
respective time-resolved data within physically meaningful
models. Modeling of the kinetic development of spectral
species is one of the main tasks of KiMoPack (see orange box
in Figure 2).

In the following section, the different kinetic models
included in KiMoPack and the standard optimization routines
for these models are described (see green box in Figure 2).
Thereafter we describe how to create target models and
present selected advanced models. Finally, we present a typical
workflow including the optimization routine. Using the TA
data set of Ru-dppz as an example, we show how the
optimization settings are made and which options are available
in addition to the standard optimization of the kinetic model,
such as chirp or multiexperiment fit.

Built-In Models and Global Lifetime Analysis. In
KiMoPack, the time-resolved spectra (Aab) can be analyzed
within the bi-linear approach, treating the profiles of the probe
wavelength {λ1, λ2, ..., λn} and the times relative to the initial
excitation (delay times) {t1, t2, ..., tm} independently.22 The
time-resolved spectra are described by N independent spectral
components with spectra λ ∈ ×S ( )cb

N n and their Φ parameter
dependent, temporally developing concentration profiles

Φ ∈ ×C t( , )ac
m N (see also the Supporting Information,

Sections S1.1 and S1.2):

∑λ λ= Φ ·

∈ [ ] ∈ [ ] ∈ [ ]
=

A t C t S

a m b n c N

( , ) ( , ) ( )

with , , and

ab
c

N

ac cb
1

(1)

The measured intensities (Aab) are described by the product of
time-dependent concentration Cac(t,Φ) of each component
and their corresponding (differential) spectral responses Scb(λ).
The refined parameter together with the model function (rate
equations) form the temporally developing concentration
profiles (Cac) and describe the kinetic development of the
system.
For this purpose, KiMoPack provides three internal kinetic

models, namely exponential, consecutive, and
full_consecutive (see dashed box in Figure 2),
which allow a flexible adaption of the number of parameters
(Φ) and the inclusion of background and non-decaying
components (see documentation section Fitting55). In the first
step of the optimization routine, time-dependent concentration
profiles Cac (a ∈ [m] and c ∈ [N]) are created depending on
the kinetic model (see green box in Figure 2).
exponential: In this model all components N are taken to

decay independent to each other in parallel. Hence, this model
approximates the data by N independent exponential decays,
namely Cac′ = exp(−kc × ta). For each component, the
exponential decay is convoluted with a symmetric Gaussian-
shape response function (IRF), which reads as Cac = Cac′ ⊗ IRF
(see dashed green box in Figure 2).
consecutive and full_consecutive: These models assume

that initially one excited state is populated, which decays
unbranched and unidirectional (A → B → ··· → N). Thus, the
decay of the initial component causes the population of a next
component that turns to the following and so on. That is why
this kinetic model is often referred as sequential. As a result, the
concentration matrix is composed of both single exponential
decays (describing the concentration profile of the initial state
A) and weighted sum of exponential functions for the other
N − 1 components that account for the population caused
from the preceding component and reads as Cac =

∑ · − ·= b k texp( )c
d

cd c a1 (see definition of bcd in the Supporting
Information Section S1.2). The full_consecutive
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model is formed by this stepwise integrated differential
equation. In the consecutive model the rate parameters
are refined using the exponential model. In the final step,
the consecutive differential equations are then formed with
these optimized parameters and integrated for the extraction of
the spectra. This approach is significantly faster and in many
cases results in near equivalent solutions.
It should be emphasized that only the creation of Cac

depends on the particular kinetic model (kinetic parameters,
such as rates, start-time, and resolution), while the subsequent
steps of the optimization routine are identical for all models
(built-in and user-defined target models). Once the concen-
tration profiles (Cac) are created, the spectral components
(Scb), i.e., decay associated spectra (DAS) for exponential
models or species associated spectra (SAS) for all other
models, are calculated unless they are externally provided. The
calculated spectra Scb are the solution of the linear matrix
equation Cac × Scb = Aab, where Cac × Scb corresponds to the
calculated fit data set (ACab). In the last step, the measured and
calculated data sets are compared (AEab = Aab − ACab) and the
metric ∥AEab∥2 is used as input in the optimization algorithm
to determine if the termination conditions are reached. For
each optimization step the parameters are updated and all
previously described steps, calculation of Cab, Scb, AEab, and the
fit-error (∥AEab∥2) are repeated. The optimization uses
primarily the Nelder−Mead parameter optimization20,56

implemented in the minimize function of Scipy57 as a standard
setting. Some advanced optimization routines that can
overcome the trapping of the minimization in local minima
(e.g., AmpGo58) are implemented and can be used in addition
to the very important careful selection of starting parameter
and flexible use of constraints to achieve a global minimum.
Target and Advanced Kinetic Models. For more

complex decay cascades, a target analysis strategy is required,
where a specific model that combines, e.g., parallel and
sequential reaction steps, is used to fit the data.59−64 As such
kinetic schemes are commonly based on a priori knowledge of
the system, this type of analysis is referred to as target analysis,
where the target is to describe the real concentrations of the
single components. In KiMoPack such target models are
typically defined via kinetic rate equations (differential
equations) or through other suitable functions (e.g., a
measured instrument response function). For creating the
time-dependent concentration profiles Cac (a ∈ [m] and c ∈
[N]) for each component, which is the first step in the
optimization routine (see global analysis section), a pulse
profile and the differential equations are numerically sampled.
Subsequently, the SAS (Scb), the fit data set (ACab), and the
difference between the measured and calculated data set
AEab = Aab − ACab) are computed as described above (see
section global analysis and green box in Figure 2).
KiMoPack was developed during continuous active use in

several research groups and projects.6,37,65−77 This motivated
the development of advanced modeling capabilities as are
required by challenging samples and complex mechanisms, as
well as the need to demonstrate the validity of the kinetic
modeling approaches. Many analysis approaches simply use the
implemented functionality in unexpected ways. Examples that
might be of interest to the reader are, e.g., that single
wavelength kinetics can be concatenated to a matrix or fitted
separately or that multiple data sets (of the same or different
techniques) can be fitted simultaneously using the same or a
freely varying SAS. Other good analysis practices include

testing of the (locked) initial guess parameter before
refinement, the careful selection of the to be optimized
parameters and limits, and the estimation of confidence
intervals. In the following, we will present and discuss some
scenarios that we have encountered in our analysis that go
beyond the combination of consecutive and parallel processes.

Analysis of Nonlinear (Higher Order) Processes. When
studying solid materials or molecules in sufficiently high
concentration or at high excitation densities using time-
resolved spectroscopy, nonlinear processes are often found.
Typical examples for such processes are two photon or excited
state absorption and annihilation/recombination processes.
The observed rates or models do then depend on, e.g., the
fluence of the excitation. In the provided examples the excited
molecule fraction generated by sampling a pulse shape, which
is given a fluence dependent amplitude. A nonlinear process
would then be expressed in the usual way as, e.g.,

= − ′·[ ]α[ ] k Y
t

d Y
d 1 where [Y] represents the concentration of

excited units and α is an exponent that represents the order of
a process. This approach is particularly powerful if multiple
data sets with different fluences/concentrations are analyzed
simultaneously using the multi_project option in the
global analysis.

Distributed-Rate Model Analysis. Distributed-rate models
are an important approach for the description of natural
systems that have a distribution of activation energies.
Examples for systems like this are light induced polymer-
folding or dynamics in polymer-based solar cells.78,79 The idea
behind the modeling is that a distributed species is created and
subdivided into smaller units. Then the dynamics of each unit
is tracked separately in an independent matrix. In the returned
concentration matrix these units are recombined into a single
species with the same spectral feature. The system is then
described (and optimized) with the parameters of the
distribution. In the case of the example, the Gaussian
distribution has a central rate constant and a width. We
found that this approach often not only replaces several
exponential decays (that would be required to explain the
observed rates) but also represents a much more realistic
description of the system.78,79

Spectroelectrochemistry. In spectroelectrochemistry, a
fraction of the substances measured in the beampath are
changed by a potential applied between two electrodes.
Depending on the precise conditions, the absolute spectral
changes that are induced can be very small, making the
measurement challenging. In a recent experiment, we were
unable to use a standard spectroelectrochemistry cell and
instead focused a conventional lightsource onto a small round
gold electrode and collected the reflected light using a fiber
spectrometer.13 The electrode was part of a three electrode
measurement system with which we performed repeated
cyclovoltaic measurements. The measured current (compen-
sated for a number of effects) was then read into KiMoPack as
an indicator for the number of oxidized/reduced molecules
and used as a model for the global analysis. Using the
information obtained from the potentiostat allowed us to
extract the spectrum of the transient species and perform
further analysis based upon these spectra.
The example file, namely function_library.py, is

provided in the Supporting Information and contains
documented code for a simple sequential model, a model
that includes a (laser) power-dependent dynamics and a
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distributed-rate model. Moreover, these models are included
and documented in the advanced modeling workflow tool that
can be found on the Github page30 of KiMoPack and as a
locked release on zenodo.31

Kinetic Modeling Workflow. In the following, a typical
workflow for the global analysis of TA data with different
kinetic models is described, using the TA data of Ru-dppz
collected in DCM, ACN, and H2O as example. After
preprocessing of the data we determine a first guess on the
number and position of the main temporal components in the
spectra. This visual inspection using the functions
Plot_RAW() or Plot_Interactive() is often
combined with a model-free matrix factorization technique,
such as SVD, to explore the number of spectrally and
temporally independent components.22 The number and
magnitude of the singular values is an indication about the
importance of the independent components in the data and
often a cutoff value can be chosen. Other useful tools include
2D-correlation spectroscopy (2D-COS)37 that can use the
preprocessed data as input.
In the example of TA data of Ru-dppz collected in ACN at

400 nm excitation shown in Figure 3, the singular values and
the shape of the singular vectors of the SVD indicate that the
TA matrix most likely can be described by three main
components, with one being dominant, and the characteristic
times lie in the range between 1 and 2 ps and between 100 and
200 ps and contain one long-lived component (>2 ns). These
initial insights are consistent with a priori knowledge about the
photoinduced dynamics of Ru-dppz in ACN, indicating that
the excited state dynamics can be described with three
characteristic rate-constants.46 The next step is to assume three
independent decay processes with the initial characteristic rates

k0, k1, and k2. (note: the standard numbering starts at “0” in
python, so k0 is the first decay component and the rates are
linked to the characteristic times in the usual manner as k = 1/
time). The fitting function (Fit_Global) uses the
parameter control options of lmfit.80 For this purpose, each
individual time constant is created as a parameter with starting
value (e.g., ’k0′, value=1/2, vary=True) and passed
into the corresponding lmfit parameter object
(ta.par=lmfit.Parameters()). The optional flags
vary=True/False or the setting of constraints using
e.g., max=0.5 allows a flexible and controlled refinement, see
the documentation section Setting of Fit parameter for more
details.55

Commonly, the analysis starts by employing the ex-
ponential model to refine the set of initial parameters. The
respective model definition and global analysis read as
ta.mod=’exponential’ and ta.Fit_Global().
This usually serves as a useful starting point for subsequent
modeling with more complex models, such as consec-
utive or target models.
In the tutorial we assume as target model that two excited

states (X and Y) are populated upon photoexcitation. In this
model we sample a Gaussian peak function to generate X and
Y and thus generate a broadened instrument response
function. Those states independently and irreversibly decay
with the rate constants k0 and k1, respectively, populating the
excited state Z. Ultimately, Z decays back to the ground state
with k2. The respective model sketch and rate equations for X,
Y, and Z are summarized in Figure 4. The example code for the
definition of the mentioned kinetic model and its application
can be found in the tutorial notebook (cf. 02_KiMoPack_-
Fitting-2.ipynb). In all manual models the column

Figure 3. Singular value decomposition of the TA-matrix of Ru-dppz collected upon 400 nm excitation in acetonitrile. The plots show the singular
values and respective spectral and temporal singular vectors for the first six singular components.
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labels of each species N can have arbitrary names (e.g.,
’MLCT-hot’ or ’IL’), which are then used as plot labels.
The optimized parameter set can be evaluated by performing

a confidence interval estimation using the switch con-
fidence_level. This evaluation is different from the usual

covariance based arguments in that it compares the
continuously reoptimized model against the statistical
fluctuation from the measured data.20 The confidence interval
for each parameter is estimated by first calculating a statistically
significant χ2 variation based on the scaled variance of the
measured matrix, the number of parameters and the targeted
confidence interval using a F-test (cf. Supporting Information,
Section S1.3).20 Then each variable parameter is increased and
decreased until the calculated χ2 reaches the so defined
threshold, all other flexible parameters are simultaneously
reoptimized for each step. The calculated confidence interval is
thus the maximum variation on the multidimensional
parameter surface and a narrow confidence interval is an
indication of a model in which none of the other parameters
cancompensate for this variation.
At any time, the preprocessing and model parameter can be

changed, limited, or adapted to find a stable solution. We
define and discuss criteria of a stable solution a little bit later in
this paper. Tools that can help in this search are, e.g., the
refinement of the arrival time correction (fit_chirp), or the
use of advanced global optimizing algorithms. Currently, the

Figure 4. Schematic illustration of an user-defined (tutorial) model.
In this model, the states X and Y are initially populated and the decay
independently and irreversibly with the decay rate k0 and k1,
respectively, finally populating state Z. This state irreversibly decays
back to the ground state with the rate-constants k2. The
corresponding rate equations for the concentrations of X, Y, and Z
are displayed.

Figure 5. Contour plots of the preprocessed (measured: Aab) and modeled (calculated: ACab) fs-TA data of Ru-dppz in acetonitrile (ACN) in the
time-delay range of 350 fs to 1800 ps and probe wavelength range of 330 to 780 nm upon photoexcitation at 400 nm. The bottom plot shows the
10-fold amplified difference of the measured and calculated data (AEab) enabling an inspection of the overall fit quality.
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adaptive memory programming for constrained global
optimization81 (AMPGO, use_ampgo) is employed in
KiMoPack to automatically explore the data for different
local minima.

■ COLLECTING AND PLOTTING ROUTINE
Data can be (interactively) plotted and exported (in form of
images or tabular data) at any time during the analysis. The
usual examples are prior or after preprocessing or optimization
of the fit parameters. As each analysis problem might require a
different view on the data, we use a function to generate a
number of plots automatically but provide options to select
and shape a favorite representation. Typical examples are
illustrated in the orange box in Figure 2.
Plotting of Raw- and Preprocessed Data. Generally,

three different types of plots are used to visualize the data: (i)
2D-contour plots, (ii) kinetic traces, and (iii) transient spectra.
In the 2D-map, the value of the measurement (e.g., differential
absorption or fluorescence intensity) is depicted as a function
of the time delay (abscissa) and the probe wavelengths
(ordinate). The kinetic traces and transient spectra are
horizontal or vertical slices of this data. The function
Plot_Interactive allows the interactive visualization
of a transient spectrum and its kinetics by cursor placement on
the 2D-map. The Plot_RAW-function uses specified wave-

length and times to generate an overview of the interesting
information and generate publication ready plots. A wide range
of arguments in the TA object can alter the appearance of the
plots and the shape of the data. The example and template
Jupyter notebooks include a selection of the commonly used
options that, e.g., suppress the pump scattered light or the
artifacts that stem from cross-phase modulation around time-
zero (t = 0). Commonly, these parameters are adjusted at the
beginning of an analysis project for a specific purpose, refined
later if needed and duplicating for similar analysis projects. For
further information, see the examples and the documentation
section Shaping of data.54

Plotting of Fit Results. The quality of the fit can be
evaluated based on the fit parameters returned by the
Fit_Global function as well as the plot(s) that are created
by the Plot_fit_output or Plot_Interactive
function. Plot_fit_output generates six plots that contain
the most often used indicators. (i) 2D-contour plots of the
measured, modeled and difference matrix (see Figure 5), (ii)
the integrated kinetic traces, (iii) the selected kinetic traces,
(iv) the selected spectra, and (v) the transient spectra (DAS/
SAS) as well as (vi) the temporal profiles of each component.
A step-by-step guide is shown in the tutorial notebook and
further information in documentation section Plotting
functions.82

Figure 6. KiMoPack-generated summary of the preprocessed TA data and the fit results of Ru-dppz in acetonitrile (ACN) upon 400 nm excitation.
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Evaluation of the Quality of a Model Representation
(Fit Quality). We will try to formulate in this section which
parameter we employ to evaluate the quality of a model
representation. The reader will note that the reduced χ2 is
consciously not included. It includes the number of parameters
and is as such mainly useful in comparing descriptions, but
challenged through the continuous optimization of the spectra
(and the large number of parameters in the spectra). Internally
the similar metric ∥Aab − ACab∥2 is used to evaluate the
optimization progression. Instead, several indicators should be
combined to define a sufficiently good description of a data set
and we recommend the following criteria:

(1) Closeness of Fit: The coefficient of determination, also
called the R2 parameter, is close to 1.0. The R2 compares
the residual between model and fit to the variance of the
data. If a residual matrix (see bottom panel in Figure 5)
only shows values close to zero in all regions, without
any visible structure, this is a good description and will
lead to an R2 value close to 1.0. In this example periodic
structure or specific spectral regions that are not well
described (also note the different color scale to estimate
the magnitude). In the optimization process, all plots
from Plot_fit_output should be used to estimate
this criteria in addition to the R2 value.

(2) Precision: A narrow(er) confidence interval often
indicates a good/better model.

(3) DAS/SAS: None of the DAS/SAS are mirror images of
each other (indicating linear compensating), and specific
features are verifiable with other spectroscopic techni-
ques (e.g., spectrophotometric, acid/base titration, or
spectroelectrochemistry).

(4) Sensitivity: The fit-parameters are insensitive to small
changes in the preprocessing parameters.

(5) Stability: The initial guesses of the starting parameters
do not strongly influence the fitted parameters.

(6) Global Minimum: Other minima using the same model
and a feasible parameter space represent the data worse
(under consideration of the error margins)

(7) Defensible Model: The proposed model must be
physically correct and consistent with other techniques
and chemical principles. To verify or constrain a model
is good scientific praxis.

(8) Simpler Models: In general, all models that fulfill the
criteria 1−7 should be discussed, and external arguments
should be used to disregard other feasible descriptions.
Finding/defining external constraints often helps to
minimize the number.

Data Export and Project Saving. The export of
preprocessed data (Save_Data) and fit results in the form
of images, tabular files and as report summary are important
for extending the functionality to other tools. All graphs can be
saved as single files or via the function Save_Plots all at
once. Particularly useful for creating fast reports is the function
Save_Powerpoint that creates one summary file as
*.pptx, *.pdf, *.svg or two *.png files, containing all relevant
graphs and fit results. (Figure 6). The whole analysis project
including all relevant data and fit results can be saved and
recalled as hdf5 file. These summary files are particularly useful
for the comparison of several data sets, e.g., those collected in
different solvents, at different excitation wavelengths, and
various quencher concentrations or the comparison of different
analysis strategies. A detailed description can be found in the

documentation sections Plotting functions82 and Data Export
and Project Saving83

Comparison of Data Sets and Fit Results. To compare
data sets and fit results is an important point of most analysis.
It does contribute to understand the influence of different
conditions onto the processes. During the comparison of data
often the need for flexible normalization of different data sets is
challenging. Three functions were designed to simplify the
comparison of data. Transient spectra at defined delay times
are shown with Compare_at_time that also allows the
inclusion of external spectra. Kinetic traces at selected
wavelengths are displayed with Compare_at_wave and
the modeled spectra (DAS or SAS) are shown with
Compare_DAC. The first two functions include a flexible
normalization procedure that integrates the intensity in a
defined spectral−temporal window and divides all spectra by
this value. This permits, for example, normalization to the
intensity of the ground state bleach signals to compare
measurements with, i.e., different sample concentrations,
solvents, or excitation intensities or the normalization to an
excited state absorption to extract the relative efficiency of
photo product formation. Spectra (DAS, SAS, or TA spectra)
can be compared to external data, such as the absorption
spectra of electrochemically modified species, photoproducts
or simulated spectra, which has been proven to be
tremendously helpful in evaluating complex data.5,84,85 The
Jupyter notebook 03_KiMoPack_CompareFit.ipynb
demonstrates the comparison procedure using the TA data of
Ru-dppz collected in DCM, ACN, and H2O.

Interpretation of Fit Results. Unfortunately there is no
universal procedure/recipe for the interpretation of fit results.
The particular challenges often lay in the assignment of
photochemical and photophysical processes occurring with a
characteristic rate-constant kc. The combination of lifetimes
together with the process oriented DAS and the species
selective SAS can however often be used to indicated a
particular process, particularly if they can be compared to, e.g.,
spectro-electrochemical results or if the interpretation is
supported by multiple techniques.
We found that new user of transient absorption find the

difference between DAS and SAS particularly challenging to
understand and would like to use the analysis of one process in
the model complex Ru-dppz to highlight the difference. A
detailed description of the excited state processes of the model
complex Ru-dppz can be found in the literature (see also
Figure 1).38−40,42−46 We use exemplary the interligand
hopping process to highlight the difference and rely on that
certain feature of the SAS have been identified as characteristic
ligand-to-metal charge-transfer or ππ*-absorption bands in
prior work. In this hopping process the electron density is
shifted from the tbbpy ligand to the dppz ligand sphere,46 and
this shift is manifested in the DAS and SAS (see Figure 7).
Considering the DAS, the interligand hopping process is
reflected in the DAS associated with k1 as follows: The excited
state absorption (ESA) centered around 380 nm, which is
assigned to states with excess electron density on the tbbpy
ligands, decreases (positive signal region), while the ESA for
phz-centered states at 340 and 590 nm increases (negative
signal region). Similarly, this interligand hopping process is
manifested in the SAS when the spectra associated with the
species A and B are compared: The latter spectrum (A) stems
from a phenazine-centered MLCT state (3MLCTphz) showing
prominent ESA maxima at 340 and 590 nm, which can be
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assigned, e.g., via comparison with UV−vis spectroelectro-
chemical data.86 The A-associated spectrum exhibits the
characteristics typically observed for Ru(II) polypyridine-type
complexes, namely comparably strong ground state bleach
(GSB) between 400 and 500 nm accompanied by a strong and
broad as well as a unstructured and flat ESA band between 340
and 400 nm and above 500 nm, respectively. Consequently,
the first species can be assigned to a state with excess electron
density in the proximal ligand sphere (3MLCTprox:
3MLCTtbbpy,

3MLCTphen).

■ CONCLUSION

The deeper analysis of spectrally- and time-resolved data
usually required commercial software or extended program-
ming knowledge, as many open-source software just provide
fitting routines for simple kinetic schemes. We developed a
flexible python-based toolbox, named KiMoPack, which
allows global and target modeling of transient data with
implemented and user-defined models without the prerequisite
of extensive simulation/programming knowledge. Through
this introduction, the tutorials and workflow sheets the
intuitive functions of KiMoPack were demonstrated at the
example of transient absorption data of Ru-dppz recorded in
different solvents. Generally, the tool can be used for the
analysis of any transient/time-resolved spectra, i.e., optical or
X-ray emission or Raman spectroscopy data sets, and can show
through its open-source and modular nature the potential for
further extensions by the community. Recently, KiMoPack was
used for the modeling transient absorption, X-ray, time-
resolved emission, spectroelectrochemistry, and photocatalysis
data.
In summary, the work demonstrates the use of KiMoPack to

analyze complex spectroscopic data, and we believe that this
tool offers ways to simplify and combine the standard analysis
routine with the improved objectivity of performing all
preprocessing, fitting, plotting, reporting, and more analysis
steps in a single powerful analysis tool.
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B. The electron that breaks the catalyst’s back - excited state dynamics
in intermediates of molecular photocatalysts. Phys. Chem. Chem. Phys.
2021, 23, 27397−27403.
(7) Bold, S.; Zedler, L.; Zhang, Y.; Massin, J.; Artero, V.; Chavarot-
Kerlidou, M.; Dietzek, B. Electron transfer in a covalent dye-cobalt
catalyst assembly - a transient absorption spectroelectrochemistry
perspective. Chem. Commun. 2018, 54, 10594−10597.
(8) Zedler, L.; Mengele, A. K.; Ziems, K. M.; Zhang, Y.; Wächtler,
M.; Gräfe, S.; Pascher, T.; Rau, S.; Kupfer, S.; Dietzek, B. Unraveling
the Light-Activated Reaction Mechanism in a Catalytically Com-
petent Key Intermediate of a Multifunctional Molecular Catalyst for
Artificial Photosynthesis. Angew. Chem., Int. Ed. 2019, 58, 13140−
13148.
(9) Sherman, B. D.; Ashford, D. L.; Lapides, A. M.; Sheridan, M. V.;
Wee, K.-R.; Meyer, T. J. Light-Driven Water Splitting with a
Molecular Electroassembly-Based Core/Shell Photoanode. J. Phys.
Chem. Lett. 2015, 6, 3213−3217.
(10) Kranz, C.; Wächtler, M. Characterizing photocatalysts for water
splitting: from atoms to bulk and from slow to ultrafast processes.
Chem. Soc. Rev. 2021, 50, 1407−1437.
(11) Tschierlei, S.; Presselt, M.; Kuhnt, C.; Yartsev, A.; Pascher, T.;
Sundström, V.; Karnahl, M.; Schwalbe, M.; Schäfer, B.; Rau, S.; et al.
Photophysics of an Intramolecular Hydrogen-Evolving Ru-Pd Photo-
catalyst. Chem. Eur. J. 2009, 15, 7678−7688.
(12) Pfeffer, M.; Müller, C.; Kastl, E. T. E.; Mengele, A. K.;
Bagemihl, B.; Fauth, S.; Habermehl, J.; Petermann, L.; Wächtler, M.;
Schulz, M.; et al. Active repair of a dinuclear photocatalyst for visible
light-driven hydrogen production. Nat. Chem. 2022, 14, 500−506.
(13) Tasic,́ M.; Ivkovic,́ J.; Carlström, G.; Melcher, M.; Bollella, P.;
Bendix, J.; Gorton, L.; Persson, P.; Uhlig, J.; Strand, D. Electro-
mechanically switchable hydrocarbons based on [8]annulenes. Nat.
Commun. 2022, 13, 860−869.
(14) Satzger, H.; Zinth, W. Visualization of transient absorption
dynamics − towards a qualitative view of complex reaction kinetics.
Chem. Phys. 2003, 295, 287−295.
(15) Henry, E. R. The Use of Matrix Methods in the Modeling of
Spectroscopic Data Sets. Biophys. J. 1997, 72, 652−673.
(16) Henry, E.; Hofrichter, J. [8] Singular value decomposition:
Application to analysis of experimental data. Methods in Enzymology
1992, 210, 129−192.
(17) Hendler, R. W.; Shrager, R. I. Deconvolutions based on singular
value decomposition and the pseudoinverse: a guide for beginners.
Journal of Biochemical and Biophysical Methods 1994, 28, 1−33.

(18) Shrager, R. I. Chemical transitions measured by spectra and
resolved using singular value decomposition. Chemometrics and
Intelligent Laboratory Systems 1986, 1, 59−70.
(19) Oang, K. Y.; Yang, C.; Muniyappan, S.; Kim, J.; Ihee, H. SVD-
aided pseudo principal-component analysis: A new method to speed
up and improve determination of the optimum kinetic model from
time-resolved data. Structural Dynamics 2017, 4, 044013.
(20) Johnson, M. L.; Faunt, L. M. [1] Parameter estimation by least-
squares methods. Methods in Enzymology 1992, 210, 1−37.
(21) Beechem, J. M. [2] Global analysis of biochemical and
biophysical data. Methods in Enzymology 1992, 210, 37−54.
(22) Ruckebusch, C.; Sliwa, M.; Pernot, P.; de Juan, A.; Tauler, R.
Comprehensive data analysis of femtosecond transient absorption
spectra: A review. Journal of Photochemistry and Photobiology C:
Photochemistry Reviews 2012, 13, 1−27.
(23) Kollenz, P.; Herten, D.-P.; Buckup, T. Unravelling the Kinetic
Model of Photochemical Reactions via Deep Learning. J. Phys. Chem.
B 2020, 124, 6358−6368.
(24) Snellenburg, J. J.; Laptenok, S. P.; Seger, R.; Mullen, K. M.; van
Stokkum, I. H. M. Glotaran: A Java -Based Graphical User Interface
for the R Package TIMP. Journal of Statistical Software 2012, 49, 1−
22.
(25) Dorlhiac, G. F.; Fare, C.; van Thor, J. J. PyLDM - An open
source package for lifetime density analysis of time-resolved
spectroscopic data. PLOS Computational Biology 2017, 13,
No. e1005528.
(26) Beckwith, J. S.; Rumble, C. A.; Vauthey, E. Data analysis in
transient electronic spectroscopy - an experimentalist’s view. Int. Rev.
Phys. Chem. 2020, 39, 135−216.
(27) Kandoth, N.; Pérez Hernández, J.; Palomares, E.; Lloret-Fillol,
J. Mechanisms of photoredox catalysts: the role of optical spectros-
copy. Sustainable Energy & Fuels 2021, 5, 638−665.
(28) Dedecker, P. Software review: Glotaran. Journal of Chemo-
metrics 2014, 28, 137−138.
(29) Mullen, K. M.; van Stokkum, I. H. M. TIMP: An R Package for
Modeling Multi-Way Spectroscopic Measurements. Journal of
Statistical Software 2007, 18, 1−46.
(30) Uhlig, J. KiMoPack GitHub project page, release 6.6.2. 2022;
https://github.com/erdzeichen/KiMoPack.
(31) Uhlig, J. KiMoPack - Open source tool for the analysis of
transient spectral data, version 6.6.2. Zenodo 2022, DOI: 10.5281/
zenodo.6049186.
(32) Uhlig, J. KiMoPack Anaconda installation (using conda package
manager) version 6.6.2. 2022; https://conda.anaconda.org/
erdzeichen.
(33) Uhlig, J. KiMoPack PyPi installation (using pip package manager)
version 6.6.2. 2022; https://pypi.org/project/KiMoPack/.
(34) Uhlig, J. KiMoPack v.6.6.2 Documentation on ”ReadTheDocs.io.
2022; https://kimopack.readthedocs.io/en/latest.
(35) Uhlig, J. KiMoPack Youtube Tutorial Channel. 2022; https://
www.youtube.com/channel/UCmhiK0P9wXXjs_PJaitx8BQ.
(36) Weißborn, J.; Snellenburg, J.; Weigand, S.; Van Stokkum, I. H.
pyglotaran: a Python library for global and target analysis, version
v0.5. Zenodo 2021, DOI: 10.5281/zenodo.4534043.
(37) Hniopek, J.; Müller, C.; Bocklitz, T.; Schmitt, M.; Dietzek, B.;
Popp, J. Kinetic-Model-Free Analysis of Transient Absorption Spectra
Enabled by 2D Correlation Analysis. J. Phys. Chem. Lett. 2021, 12,
4148−4153.
(38) Véry, T.; Ambrosek, D.; Otsuka, M.; Gourlaouen, C.; Assfeld,
X.; Monari, A.; Daniel, C. Photophysical Properties of Ruthenium(II)
Polypyridyl DNA Intercalators: Effects of the Molecular Surroundings
Investigated by Theory. Chem. Eur. J. 2014, 20, 12901−12909.
(39) Friedman, A. E.; Chambron, J. C.; Sauvage, J. P.; Turro, N. J.;
Barton, J. K. A molecular light switch for DNA: Ru(bpy)2(dppz)2+. J.
Am. Chem. Soc. 1990, 112, 4960−4962.
(40) Smith, J. A.; George, M. W.; Kelly, J. M. Transient spectroscopy
of dipyridophenazine metal complexes which undergo photo-induced
electron transfer with DNA. Coord. Chem. Rev. 2011, 255, 2666−
2675.

The Journal of Physical Chemistry A pubs.acs.org/JPCA Article

https://doi.org/10.1021/acs.jpca.2c00907
J. Phys. Chem. A 2022, 126, 4087−4099

4097

https://doi.org/10.1021/acs.chemrev.6b00807?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.bbabio.2004.04.011
https://doi.org/10.1016/j.bbabio.2004.04.011
https://doi.org/10.1080/10739148508543585
https://doi.org/10.1080/10739148508543585
https://doi.org/10.1038/s41467-020-14468-w
https://doi.org/10.1038/s41467-020-14468-w
https://doi.org/10.1002/anie.201908065
https://doi.org/10.1002/anie.201908065
https://doi.org/10.1002/anie.201908065
https://doi.org/10.1039/D1CP04498B
https://doi.org/10.1039/D1CP04498B
https://doi.org/10.1039/C8CC05556D
https://doi.org/10.1039/C8CC05556D
https://doi.org/10.1039/C8CC05556D
https://doi.org/10.1002/anie.201907247
https://doi.org/10.1002/anie.201907247
https://doi.org/10.1002/anie.201907247
https://doi.org/10.1002/anie.201907247
https://doi.org/10.1021/acs.jpclett.5b01370?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpclett.5b01370?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/D0CS00526F
https://doi.org/10.1039/D0CS00526F
https://doi.org/10.1002/chem.200900457
https://doi.org/10.1002/chem.200900457
https://doi.org/10.1038/s41557-021-00860-6
https://doi.org/10.1038/s41557-021-00860-6
https://doi.org/10.1038/s41467-022-28384-8
https://doi.org/10.1038/s41467-022-28384-8
https://doi.org/10.1016/j.chemphys.2003.08.012
https://doi.org/10.1016/j.chemphys.2003.08.012
https://doi.org/10.1016/S0006-3495(97)78703-4
https://doi.org/10.1016/S0006-3495(97)78703-4
https://doi.org/10.1016/0076-6879(92)10010-B
https://doi.org/10.1016/0076-6879(92)10010-B
https://doi.org/10.1016/0165-022X(94)90061-2
https://doi.org/10.1016/0165-022X(94)90061-2
https://doi.org/10.1016/0169-7439(86)80026-0
https://doi.org/10.1016/0169-7439(86)80026-0
https://doi.org/10.1063/1.4979854
https://doi.org/10.1063/1.4979854
https://doi.org/10.1063/1.4979854
https://doi.org/10.1063/1.4979854
https://doi.org/10.1016/0076-6879(92)10003-V
https://doi.org/10.1016/0076-6879(92)10003-V
https://doi.org/10.1016/0076-6879(92)10004-W
https://doi.org/10.1016/0076-6879(92)10004-W
https://doi.org/10.1016/j.jphotochemrev.2011.10.002
https://doi.org/10.1016/j.jphotochemrev.2011.10.002
https://doi.org/10.1021/acs.jpcb.0c04299?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.0c04299?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.18637/jss.v049.i03
https://doi.org/10.18637/jss.v049.i03
https://doi.org/10.1371/journal.pcbi.1005528
https://doi.org/10.1371/journal.pcbi.1005528
https://doi.org/10.1371/journal.pcbi.1005528
https://doi.org/10.1080/0144235X.2020.1757942
https://doi.org/10.1080/0144235X.2020.1757942
https://doi.org/10.1039/D0SE01454K
https://doi.org/10.1039/D0SE01454K
https://doi.org/10.1002/cem.2596
https://doi.org/10.18637/jss.v018.i03
https://doi.org/10.18637/jss.v018.i03
https://github.com/erdzeichen/KiMoPack
https://doi.org/10.5281/zenodo.6049186
https://doi.org/10.5281/zenodo.6049186
https://doi.org/10.5281/zenodo.6049186?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.5281/zenodo.6049186?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://conda.anaconda.org/erdzeichen
https://conda.anaconda.org/erdzeichen
https://pypi.org/project/KiMoPack/
https://kimopack.readthedocs.io/en/latest
https://www.youtube.com/channel/UCmhiK0P9wXXjs_PJaitx8BQ
https://www.youtube.com/channel/UCmhiK0P9wXXjs_PJaitx8BQ
https://doi.org/10.5281/zenodo.4534043
https://doi.org/10.5281/zenodo.4534043
https://doi.org/10.5281/zenodo.4534043?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpclett.1c00835?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpclett.1c00835?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1002/chem.201402963
https://doi.org/10.1002/chem.201402963
https://doi.org/10.1002/chem.201402963
https://doi.org/10.1021/ja00168a052?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.ccr.2011.04.007
https://doi.org/10.1016/j.ccr.2011.04.007
https://doi.org/10.1016/j.ccr.2011.04.007
pubs.acs.org/JPCA?ref=pdf
https://doi.org/10.1021/acs.jpca.2c00907?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


(41) Keane, P. M.; Kelly, J. M. Transient absorption and time-
resolved vibrational studies of photophysical and photochemical
processes in DNA-intercalating polypyridyl metal complexes or
cationic porphyrins. Coord. Chem. Rev. 2018, 364, 137−154.
(42) Brennaman, M. K.; Meyer, T. J.; Papanikolas, J. M. [Ru(bpy) 2
dppz] 2+ Light-Switch Mechanism in Protic Solvents as Studied
through Temperature-Dependent Lifetime Measurements. J. Phys.
Chem. A 2004, 108, 9938−9944.
(43) Brennaman, M. K.; Alstrum-Acevedo, J. H.; Fleming, C. N.;
Jang, P.; Meyer, T. J.; Papanikolas, J. M. Turning the [Ru(bpy) 2
dppz] 2+ Light-Switch On and Off with Temperature. J. Am. Chem.
Soc. 2002, 124, 15094−15098.
(44) Olson, E. J. C.; Hu, D.; Hörmann, A.; Jonkman, A. M.; Arkin,
M. R.; Stemp, E. D. A.; Barton, J. K.; Barbara, P. F. First Observation
of the Key Intermediate in the “Light-Switch” Mechanism of
[Ru(phen) 2 dppz] 2+. J. Am. Chem. Soc. 1997, 119, 11458−11467.
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in eq 1 and in the level of the headings “Optimization
Routines” and “Collecting and Plotting Routine”. The
corrected version was posted on June 15, 2022.
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