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ABSTRACT

Objective: The FlywheelMS study will explore the use of a real-world health record data set generated by

PicnicHealth, a patient-centric health records platform, to improve understanding of disease course and

patterns of care for patients with multiple sclerosis (MS).

Materials and Methods: The FlywheelMS study aims to enroll 5000 adults with MS in the United States to cre-

ate a large, deidentified, longitudinal data set for clinical research. PicnicHealth obtains health records, including

paper charts, electronic health records, and radiology imaging files from any healthcare site. Using a large-

scale health record processing pipeline, PicnicHealth abstracts standard and condition-specific data elements

from structured (eg, laboratory test results) and unstructured (eg, narrative) text and maps these to standard-

ized medical vocabularies. Researchers can use the resulting data set to answer empirical questions and study

participants can access and share their harmonized health records using PicnicHealth’s web application.

Results: As of November 24, 2020, more than 4176 participants from 49 of 50 US states have enrolled in the Fly-

wheelMS study. A median of 200 pages of records have been collected from 14 different doctors over 8 years

per participant. Abstraction precision, established through inter-abstractor agreement, is as high as 97.8%

when identifying and mapping data elements to a standard ontology.

Conclusion: Using a commercial health records platform, the FlywheelMS study is generating a real-world, mul-

timodal data set that could provide valuable insights about patients with MS. This approach to data collection

and abstraction is disease-agnostic and could be used to address other clinical research questions in the future.
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Lay Summary

Health records contain valuable information about patients and the care they receive in routine clinical practice; however,

use of this data source in research is hindered by the difficulty of obtaining complete analyzable data sets. In the United

States, health records for each patient are stored in paper and electronic formats across multiple healthcare providers. Fur-

thermore, data must be extracted from health records before they can be analyzed, which is technically difficult for images

and free text. In the first part of this paper, we describe how PicnicHealth, a commercial health records platform, collects

health records on behalf of patients in any format and from all healthcare sites. Facilitated by tailored software tools and

task-specific machine-learning models, data are extracted from health records by human experts in an efficient and precise

manner. This enables patients to access and manage their health record data via a web application. The second part of this

paper describes the design, rationale, and recruitment metrics for the ongoing FlywheelMS study, which is exploring

whether an anonymized data set generated by PicnicHealth can improve our understanding of the disease course and pat-

terns of care for patients with multiple sclerosis.

INTRODUCTION

Real-world data are data collected outside of a clinical trial setting.1

These data, which can be obtained from a variety of sources, pro-

vide valuable insights about disease course and patient care in rou-

tine clinical practice.1 One of the key strengths of real-world data is

the ability to capture information on patients who are traditionally

underrepresented in clinical trials, including those with comorbid-

ities or complex treatment histories, the elderly, people from ethnic

minority groups, and those living in rural communities.2–4

Among common sources of real-world data for clinical research

(eg, health records, registries, and claims databases), health records

are particularly valuable.1 Health records can provide longitudinal

data on large cohorts of patients in a time- and cost-effective man-

ner.5 Furthermore, the detailed clinical information captured in free-

text notes and diagnostic reports written by clinicians,6 such as the

rationale behind treatment decisions, provides clinical context that

is unavailable in claims databases or research registries. Health

records also contain more complete data than claims databases and

registries because these are susceptible to gaps caused by lapses in in-

surance coverage or changes in insurance provider,7 and loss to fol-

low-up,8 respectively.

Despite the value of health records, their widespread use in re-

search is hindered by the difficulty of obtaining complete analyzable

data sets. In the United States, health records are collected and

stored in both electronic and paper formats, and are siloed across

multiple healthcare systems. Poor interoperability of electronic

health record (EHR) systems further hampers efforts to share and

standardize data.9–12 Owing to these difficulties, researchers may

rely on arrangements with EHR providers or hospital systems to ob-

tain analyzable data. However, this approach limits data set com-

pleteness because data capture is restricted, for example, to care

sites using a particular EHR system. Health record data sets may

only include structured information (eg, values presented in tables)

owing to the technical difficulty of extracting data from unstruc-

tured narrative text or medical images.10 For these reasons, data col-

lected outside of a specific EHR system and/or data from

unstructured text may be missing from health record data sets.10,11

To overcome the issue of missing data in real-world data sets,

the FlywheelMS study utilizes a health records platform developed

by PicnicHealth. Health records are collected in any format from

any US-based healthcare site and processed via the platform to pro-

duce a complete timeline of health records. Rather than aiming to

automate perfect data abstraction for any possible record, Picni-

cHealth’s novel approach uses task-specific machine learning and an

extensive assortment of software tools to facilitate the processing of

health records by expert human abstractors. This enables the re-

search of large patient populations, including patients who are often

underrepresented in clinical trials, and overcomes the common

causes of real-world data missingness. Additionally, the efficient col-

lection and abstraction of health record data via the platform allows

patients to access and manage their health records using a web ap-

plication, and facilitates the secure sharing of records with clinicians

(Figure 1). The FlywheelMS study aims to establish whether a

large-scale, deidentified, longitudinal data set created using the Pic-

nicHealth platform can enable research in a broad population of

patients with multiple sclerosis (MS).

MS is a chronic neurological condition of the brain and spinal

cord.13 The disease course and symptoms are highly variable, and

use of, and response to, available disease-modifying treatments dif-

fer among individuals.14,15 Therefore, the FlywheelMS study is an

important opportunity to utilize longitudinal data from health

records from patients with MS to better understand disease course,

treatments, and the response of patients to different routine care

strategies.

OBJECTIVE

This article provides an overview of the health record processing

pipeline, which retrieves health records and abstracts data elements

from structured and unstructured text to create a large, multimodal

data set. The design and rationale of the FlywheelMS study, as well

as the latest recruitment progress, are described and metrics for both

the data abstraction process and the resulting data set are summa-

rized. Finally, the potential implications of using this approach to

gain real-world insights about patients and their disease are dis-

cussed.

MATERIALS AND METHODS

Health records platform
Generating an analyzable data set from health records involves sev-

eral steps, including the retrieval of health records, abstraction of

data, and quality control (Figure 2).

Patient authorization and record retrieval

First, individuals create a secure account, provide identifying infor-

mation for record collection, consent to participate in the study, and

electronically sign research and record release authorization forms.

2 JAMIA Open, 2022, Vol. 5, No. 1



Patients are then prompted to provide details of their clinicians and

the name and location of the healthcare facilities where they have re-

ceived clinical care. These details are mapped to a proprietary data-

base of more than 28 000 care sites, which is updated with new care

sites as they are reported by patients. Contact instructions necessary

to retrieve records from each facility are actively maintained within

this database. Record retrieval requests are automatically generated

and sent to the appropriate recipient based on experiences gleaned

from prior requests to that facility. If the available information is in-

sufficient for identification of a clinician or healthcare site, the pa-

tient is contacted to provide additional details. To date, health

records have been obtained from 98.7% of healthcare facilities listed

by users of PicnicHealth.

After sending the record retrieval request, receipt of the request is

confirmed with the facility and proactively followed up until the

records are received. Most requests are fulfilled within 4–6 weeks. The

turnaround time is fastest for requests to facilities that have previously

provided records for a patient, but can be significantly longer for a

small portion of facilities depending on their staffing levels and internal

processes. In 2019, 75% of records were received within 21 days. This

fast turnaround time is a result of continual optimizations made to Pic-

nicHealth’s retrieval tools, processes, and training. For example, addi-

tion of an autocomplete feature to the facility search user interface

improved access to, and maintenance of, contact instructions by more

than 20%, as measured by database entry reuse, enabling critical infor-

mation to be more consistently kept up to date.

A

B

Figure 1. Web application interface showing (A) health record timeline for a patient with multiple sclerosis and (B) brain magnetic resonance imaging. An interactive

demo is available at https://picnichealth.com/demo. Abbreviations: JC virus: John Cunningham virus; MRI: magnetic resonance imaging; MS: multiple sclerosis.
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To accommodate the disparate formats used to store health

records, records are accepted from a diverse set of media transmitted

via fax, postal mail, or email, including electronic health files, paper

records, and digital media (eg, CDs, USB drives). All records are

reviewed for quality and completeness (eg, missing pages, illegible

text) and higher quality copies are requested if necessary. Health

records are stored on encrypted servers and all physical copies of

records are destroyed after record verification and digitization.

Data abstraction process for text-based health records

The data abstraction process transforms the contents of health

records so they can be included in a structured analyzable data

set. The resulting data set contains standard elements for all patients

including demographic information, diagnoses, medications, vital

signs, and laboratory results. They also contain condition-specific

custom data elements. A specialized set of algorithms trained on Pic-

nicHealth’s existing health records corpus allows repetitive steps in

the abstraction pipeline to be automated, making the process scal-

able to the order of tens of thousands of pages per day in 2020.

On their own, state-of-the-art machine learning models are not yet

sufficient to map data in arbitrary records to medical ontologies for

research purposes.16–18 Therefore, a novel human-in-the-loop ap-

proach has been adopted, which does not require machine learning

to provide perfect abstraction for any possible record, but instead

uses task-specific machine learning models to improve the efficiency

of trained human abstractors. Data set accuracy does not suffer

when machine learning models are imperfect because experts pro-

cess data elements that are difficult for models and perform compre-

hensive quality checking. Together with sophisticated software

systems, personnel management policies, and economies of scale,

machine learning improvements increase the number of documents

that the pipeline can process.

Document preprocessing

The first steps in the health record processing pipeline are to digitize

paper records using optical character recognition (OCR), extract

metadata associated with visits to clinicians (eg, date, type, care site,

and clinician), and demarcate sections of records for downstream

data abstraction. Section types include medication lists, assessments,

treatment plans, problem lists, vital signs, laboratory results, and

interpretations.

Each of these tasks is performed using bespoke software, which

is designed so that human abstractors can quickly confirm, override,

or supplement the outputs of data-specific (eg, laboratory results,

conditions) machine learning models. Machine learning models,

software and its user interfaces, and management tools are continu-

ally refined. The impact of any pipeline improvement is measured

both in terms of abstraction time and inter-abstractor agreement on

the same task, which is targeted to remain above 98% agreement

for any improvement to be adopted.

An example of a machine learning model that has been refined is

the OCR model, which is based on the U-Net architecture for image

segmentation19 with sub-networks in the style of DenseNet20 to pro-

cess pixel-level information and connectionist temporal classifica-

tion layers21 to make word-level predictions.

Abstraction of standard data elements

Similar to other steps in the pipeline, abstraction tasks for each type

of standard data element are implemented using bespoke software,

assisted by the outputs of task-specific machine learning models.

OCR-corrected words within each section of the health record pro-

vide the input for the data abstraction process. Models output an as-

signment of words to a structured concept, as well as an ontology

code and additional values, such as numeric values for lab measure-

ments. These outputs are automatically populated in the software

application’s user interface, and then confirmed, corrected, and sup-

plemented by human abstractors working in teams specialized by

concept type (eg, medication, laboratory test). Abstraction difficulty

varies by concept type and is driven by lexical variations, the need

for domain knowledge, and the presence of implicit information,

such as whether a medication was administered to a patient accord-

ing to a document’s heading. At present, vital sign abstraction is the

most efficient, with laboratory result abstraction requiring 2.5 times

more manual processing time and medications requiring 7 times

more manual processing time than vital signs.

Within each section of a report, words are mapped to structured

concepts using standard medical ontology systems, including

RxNorm, International Classification of Diseases, Ninth and Tenth

Revision, Clinical Modification (ICD-9-CM, ICD-10-CM), Logical

Observation Identifiers Names and Codes (LOINC), Systematized

Nomenclature of Medicine Clinical Terms (SNOMED CT), and Ob-

servational Medical Outcomes Partnership Common Data Model

(OMOP-CDM). Each concept is labeled with information pertinent

to its data type. For instance, the LOINC concept code for a labora-

tory test result is labeled with the value, unit, and reference range. In

Recruitment

Retrieval

Abstraction

Record request

Segmentation

OCR

Record retrieval

Ingestion and
digitization

Concept
abstraction

Technology
enabled

record
collection

ML
enhanced

human
abstraction

Research data
(deidentified)

Patient
timeline

Figure 2. Data abstraction workflow for standard data elements. Abbrevia-

tions: ML: machine learning; OCR: optical character recognition.
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cases when a concept is not mappable to a standard ontology (eg,

emerging diseases such as SARS-CoV-2 or experimental therapies),

internally developed custom ontologies are used.

The integrity of all source documentation is maintained during this

process. If the source pixels contain a misspelling, neither the OCR

model nor any subsequent human review corrects these errors. The ab-

straction models, however, are generally robust to spelling errors and

morphological variants. Edge cases not caught by models are still cap-

tured during the structuring process because each model is positioned

as an accelerator to human abstractors who ensure correctness.

Abstraction of custom data elements

Custom data elements and concept synonyms are developed to ex-

tract information from structured and narrative text relating to a

specific research question or disease area. These are defined accord-

ing to publicly available sources, such as the Unified Medical Lan-

guage System (UMLS) Metathesaurus, SNOMED CT relationships,

as well as expert clinical consultation. Custom abstraction follows a

workflow that includes additional training for abstractors and a

software interface designed for these low volume, high complexity

data elements. One such example is the identification of possible MS

disease progression based on records of assistive device use, such as

a wheelchair, although this is not recorded as frequently as the use

of medications. Once identified, custom element mentions are la-

beled with selected additional fields to provide necessary context

(eg, subject, temporality, negation).

Quality control

Multiple processes are used to ensure high accuracy during the ab-

straction process. All abstractors complete an initial training pro-

gram for the tasks assigned to their role, followed by an evaluation

and practical teaching period. During this latter stage, inter-

abstractor agreement on task outputs is used to identify knowledge

gaps and trigger example-based coaching. Training is also provided

for specific disease areas to improve decision-making when abstract-

ing data elements from ambiguous text.

All entity-level data are verified in a quality control stage, during

which prior work is confirmed by a second human abstractor. Com-

plex data elements or scenarios that are not described in standard

protocols are escalated to a senior team lead, with doctors and spe-

cialty nurses available for further escalations. Inter-abstractor agree-

ment studies are regularly performed as an additional quality

assurance metric.

Ensuring visit completeness

In addition to the measures described above, which are designed to

increase confidence related to data abstracted from each encounter,

explanation of benefits data are used to confirm that records from

all available encounters are being collected. A custom workflow is

used to retrieve insurance information provided during an optional

step in the participant enrollment process. The dates of visits known

to insurers are abstracted from the explanation of benefits data and

compared against visit dates for records that have been retrieved

and abstracted. This information is used both to monitor retrieval

effectiveness and to generate additional record requests, once con-

firmed by direct patient outreach via email or telephone.

Data storage and security

Data abstracted from text-based health records are stored in an

OMOP-CDM-derived format22 and medical images in the Digital

Imaging and Communications in Medicine (DICOM) file format on

encrypted servers. Personally identifiable information is removed

from research data sets. The system is Health Insurance Portability

and Accountability Act (HIPAA) security rule compliant23 and

Health Information Trust Alliance (HITRUST) certified.

FlywheelMS study
For a chronic and heterogeneous disease such as MS, a longitudinal

multimodal health record data set may provide unique value to im-

prove our understanding of disease course and treatments. As such,

the FlywheelMS study is aiming to collect and abstract health record

data from 5000 participants with MS in the United States using the

PicnicHealth platform.

Ethics

The FlywheelMS study protocol has been approved by IntegReview

(Austin, TX, USA), a central institutional review board. Deidentified

research data sets are securely transferred from PicnicHealth’s serv-

ers to the FlywheelMS researchers using end-to-end encryption.

Participants

To be eligible, individuals must have a self-reported diagnosis of MS

confirmed by the presence of an MS diagnosis in their health

records, provide informed consent for health record retrieval and

abstraction, and be at least 18 years old at the time of consent. Indi-

viduals are excluded if they fail to list their clinicians or have no US-

based health records.

Participants provide their informed consent electronically via the

web application and have the right to withdraw their consent at any

time and for any reason. If a participant withdraws their consent,

data that has already been retrieved and structured at that time is in-

cluded in the research data set; however, no further records are re-

trieved for the study after the time that the participant withdraws.

Recruitment

FlywheelMS aims to recruit 5000 participants in the United States

through established partnerships with advocacy groups and pro-

viders, including organizations supporting people of color and those

from disadvantaged socioeconomic backgrounds, and via a range of

patient-facing channels, including social media platforms, conferen-

ces, email lists, websites, and physical media.

Individuals with MS are directed to the FlywheelMS study web-

site (https://flywheel.ms/), which provides information on the study

and the health records platform. FlywheelMS researchers are avail-

able to answer additional questions by telephone or the email ad-

dress provided on the study landing page. To join the FlywheelMS

study, individuals complete a series of steps on the study enrollment

webpage (Figure 3). Participants can access their health records via

the web application without charge for the duration of the study

and are able to download copies of their records.

Data collection

Data are collected retrospectively from existing health records, as

well as prospectively when new health records are generated during

clinical care. It is anticipated that data would typically be available

for a minimum of 7 years prior to participant enrollment, owing to

US data retention regulations. For the current study, data are col-

lected prospectively for up to 5 years after enrollment. PicnicHealth

identifies new healthcare visits by regularly contacting patients’ cur-

rent providers, by encouraging patients to input new clinician or
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visit information on the platform, and by identifying unknown visits

from insurance data. Information relating to a new care site visit is

added to the platform 2.6 months after the visit date on average.

Patients who are missing reports related to neurology visits, mag-

netic resonance imaging (MRI) scans of the brain and/or spine, and

internal medicine or family medicine visit reports are funneled into

an additional email outreach campaign to solicit information about

possible missing clinicians or records because it would be improba-

ble that a patient with MS would not have engaged with these serv-

ices during the routine course of care in the United States.

PicnicHealth’s records processing pipeline abstracts both standard and

custom data elements for the FlywheelMS study. Custom data elements

included in FlywheelMS are designed to extract MS-specific variables, in-

cluding MS subtype, treatment details, and indicators of MS relapse and

progression (Table 1; Supplementary Material S1). FlywheelMS also cap-

tures brain MRI DICOM files for potential quantification.

RESULTS

Data abstraction performance metrics
OCR performance

Using a randomly held-out test set of 1000 records, PicnicHealth’s

OCR model averaged 8.3 mistakes per 100 words, a substantial im-

provement on the Google Cloud Vision API, which averaged 17.5

mistakes per 100 words on the same records. After manual review

of OCR output, the error rate was 4 mistakes per 10 000 words

based on disagreement with a second reviewer.

Precision of custom data element abstraction

The end-to-end precision of data abstraction was quantified based

on agreement between two medically trained abstractors. Agree-

ment, including both identification-correctness and ontology coding,

was 99.5% for abstraction of MS diagnosis and subtype, 95.8% for

abstraction of MS disease-modifying therapies, and 97.8% for po-

tential indicators of MS relapse.

FlywheelMS study metrics
Recruitment progress

As of November 24, 2020, FlywheelMS has recruited 4176 partici-

pants with MS across the United States, including participants from

49 of 50 states (Figure 4).

Data set metrics

The median duration of data abstracted per participant is 8 years, up

to a maximum of 48 years. The data set includes a median

of 200 pages of health records, 14 different doctors, 4 hospital or

emergency department visits, and 17 outpatient visits per participant

(Table 2).

The median age of participants enrolled in FlywheelMS is 52

years. Participants are predominantly female (80.0%) and white

(61.3%) (Table 3). Abstraction of race from EHRs is consistent

with previous literature with regard to missingness.24,25

DISCUSSION

FlywheelMS is an ongoing study that has started to yield a large-

scale, analyzable data set of health records from patients with MS.

This data set will be used to address important questions relating to

longitudinal disease course and the response of patients to different

care strategies.

Health records are an underutilized resource in clinical research,

owing to difficulties in accessing records, harmonizing data, and

abstracting the depth of data contained within unstructured narra-

tive text. Prior approaches to obtaining health records from individ-

ual clinicians or EHR systems fall short, missing visits occurring at

other healthcare sites. Furthermore, technical barriers make it diffi-

cult for small-scale efforts to capture data that are not already struc-

tured and mapped to coded ontologies.

In contrast, PicnicHealth’s patient-centric approach to health re-

cord retrieval allows records to be obtained from any healthcare site

or type of facility, and in any format. All clinical notes and imaging

Create an account, validate
email address, and provide
basic identifying information

Review and electronically
sign the health record

release authorization form
and informed consent form

List healthcare providers
and provide insurance
provider information

Figure 3. Enrollment process for FlywheelMS. All patients must complete the following steps to join the study. The informed consent form can be viewed at

https://flywheel.ms/informed-consent.
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files are retrieved, and data elements are abstracted from both struc-

tured and narrative text using codes that can be customized to study

objectives. Furthermore, the platform allows for both retrospective

and prospective record collection. This approach produces a large-

scale, longitudinal data set that has the potential to provide more de-

tail and longer follow-up than site- or system-based data sets.

Existing automated natural language processing and machine

learning approaches for health record data abstraction are not suffi-

ciently accurate for clinical research. For extraction of medication

information from free-text notes, current state-of-the-art systems

fail to reach the minimum benchmark for clinical utility (F1-score >

0.90–0.95), with F1-scores ranging from 0.752 to 0.864.16–18 Such

Table 1. Data elements abstracted from health records in the FlywheelMS study

Data element Details

Standard data elements

Demographics Sex

Month and year of birth

Race/ethnicity

Visit information Visit date

Visit type (eg, outpatient)

Specialty (eg, neurology)

Care site

Performing clinician

Medications Drug name/ingredient

Strength

Dose form

Start/stop date

Medical conditions Visit diagnoses

Problem lists

Start/stop dates

Laboratory tests Test name

Value

Units

Reference range

Procedures Procedure name

Care site

Performing clinician

Imaging Modality

Body part

Care site

Performing clinician

Immunizations Vaccine name

Care site

Vitals Vital sign test (eg, blood pressure)

Value

Unit

Custom data elements

MS diagnosis “Multiple sclerosis” Start date, negationb

MS subtypesa Start date, negationb

MS treatment Disease-modifying therapiesa Start date, end date, temporality,c stop reason, route of ad-

ministration

MS relapse “MS relapse” Start date, end date, negation,b temporalityc

“Optic neuritis” Start date, end date, negation,b temporalityc

Corticosteroidsa Start date, end date, temporality,c route of administration

MS progression “MS progression” Start date, negationb

Quantitative measures of progression (eg,

EDSS, MACFIMS)a

Date performed, with assistance

Assistive devicesa Start date, end date, negation,b temporalityc

“On permanent disability” Start date, end date, negationb

Brain MRI quantification

(planned)

Number and volume of existing lesions

Number and volume of new lesions

Changes in volume of lesions

Changes in whole brain, gray matter, and white matter volume

Abbreviations: EDSS: Expanded Disability Status Scale; MACFIMS: Minimal Assessment of Cognitive Function in MS; MRI: magnetic resonance imaging;

MS: multiple sclerosis.
aFurther details are provided in Supplementary Material S1.
bPositive, possible, or negative.
cPast or current.
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scores yield a significant number of errors that undermine any con-

clusions drawn from the structured data. In contrast, our approach

overcomes this challenge by utilizing machine learning to solve a

more tractable problem: improving the efficiency of an existing pipe-

line while retaining high levels of precision. This approach also

brings to bear a richer set of tools to scale the processing of health

records. Currently, PicnicHealth abstracts data from tens of thou-

sands of pages per day, indicating the success of human-in-the-loop

machine learning for generating real-world data at scale.

Researchers can leverage structured, longitudinal data sets

extracted from health records for clinical research in a variety of dis-

ease areas. As a proof-of-principle use case, the FlywheelMS study

will create a large-scale data set of health records from patients with

MS; however, in the future, this approach could be expanded to

study the disease course and routine care of patients with other dis-

eases. At present, FlywheelMS includes data covering 8 years on av-

erage per participant. Analysis of these longitudinal data could

provide novel insights into the clinical profile of patients with MS

before disease onset, MS disease course, and the comparative effec-

tiveness of available treatments. It is anticipated that the Fly-

wheelMS data set will evolve over time with addition of new site

visits and be enriched with other real-world data sources, expanding

the potential research applications of the data. For example, the ad-

dition of structured radiological data extracted from brain MRI

images could be combined with clinical data for the development of

diagnostic, prognostic, and predictive models.26,27

FlywheelMS is a real-world health record data abstraction study

and, as such, has limitations that are inherent to the source data and

study design. Data stored in health records, particularly data

recorded several years ago, can be incomplete and non-standardized,

while some health records will have been lost, destroyed, or are irre-

trievable. Owing to differences in documentation processes between

clinicians, an evolving understanding or interpretation of a patient’s

medical history or diagnosis over time, and clinician error, data

stored in different records could have contradictory implications,
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Figure 4. Choropleth map of patient recruitment.

Table 2. Data abstraction metrics for FlywheelMS

Metrics per participant Median (Q1, Q3)

Pages 200 (90, 417)

Doctors 14 (7, 27)

Outpatient visits 17 (8, 37)

Neurology outpatient visits 9 (4, 16)

Hospital or ED visits 4 (2, 10)

MRI DICOM studiesa 5 (3, 8)

MRI DICOM seriesa 52 (28, 92)

MRI DICOM slices (SOP)a 1823 (930, 3385)

Years of data 8 (4, 13)

Measurement entities 319 (134, 660)

Condition entities 152 (67, 331)

Drug entities 212 (87, 478)

Abbreviations: DICOM: Digital Imaging and Communications in Medi-

cine; ED: emergency department; MRI: magnetic resonance imaging; SOP:

service object pair; Q1: 25th percentile; Q3: 75th percentile.
aAmong patients with available MRI data.

Table 3. Patient population metrics for FlywheelMS

Population metrics

Age, years

Median (Q1, Q3) 52 (42, 59)

Sex, %

Male 19.5

Female 80.0

Missing 0.5

Race, %

White 61.6

Black 6.3

Other 0.7

Missing 31.4

Abbreviations: Q1: 25th percentile; Q3: 75th percentile.
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which are challenging to interpret. Recruitment is biased toward En-

glish speakers, individuals treated in major health centers, those who

are engaged with the wider MS community, and those who are com-

puter literate; therefore, the study cohort may not be representative

of all patients with MS, despite efforts to recruit patients from di-

verse backgrounds. There are also limitations that arise from the

data abstraction process, including the potential for algorithmic and

human error. Finite synonym dictionaries for concepts may be unable

to accommodate all cases and linguistically complex context may not

be captured adequately by a coded data set. Despite these limitations,

this patient-centric approach overcomes several key shortcomings of

previous health record studies and provides the foundation for deriv-

ing clinically relevant insights at a population level about disease and

the care of patients in the real world.

CONCLUSION

Using a commercial health records platform, the FlywheelMS study

will produce a large, longitudinal, multimodal data set with the aim

of providing novel insights and answering important clinical ques-

tions relating to disease course and patterns of care for patients with

MS in the United States. This patient-centric approach has the po-

tential to overcome the challenges that limit the use of health records

for research and could be applicable to other disease areas.
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