
The emergence of artificial intelligence (AI) and large lan-
guage models (LLMs) has highlighted their potential in the 
medical field. As the application of AI and LLMs is expect-
ed to encompass throughout healthcare, it is important to 
assess its accuracy in providing medical information. AI 
programs have demonstrated competencies comparable 
to those of human medical specialists in diagnostic accu-

racy1,2) and have even outperformed physicians in provid-
ing high-quality, empathetic responses to patients’ ques-
tions.3) Recent research reported that OpenAI’s LLM, the 
Chat Generative Pre-trained Transformer (GPT), was able 
to pass the United States Medical Licensing Examination, 
achieving an accuracy rate of 60%.4) Furthermore, it has 
surpassed the threshold in specialist board examinations 
in radiology and neurosurgery, reporting an accuracy rate 
of 81% and approximately 60%, respectively.5-7) In light of 
the growing focus on evaluating ChatGPT’s capabilities in 
the medical field, there is a surge in literature on this topic, 
examining whether ChatGPT possesses the qualification 
of a medical specialist.8-10) This interest has also extended 
to the field of orthopedics. However, the volume of studies 
specifically evaluating the LLM’s accuracy in addressing 
orthopedic problems remains limited.11-13) In addition, 
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with 2 versions of ChatGPT available—model 3.5, which 
is freely accessible, and the more advanced model 4.0, a 
subscription-based version with enhanced accuracy and 
processing capabilities—a comparative analysis of their 
performances is essential.14) 

Therefore, the primary objective of this study was 
to evaluate the performance of ChatGPT in solving or-
thopedic problems by presenting it with a comprehensive 
set of orthopedic board-style questions. The accuracy of 
the generated responses was used as an indicator of the 
program’s performance. Furthermore, we examined and 
compared the differences in accuracy between ChatGPT 
models 3.5 and 4. We hypothesized that ChatGPT would 
successfully pass the orthopedic board-style examination 
and that ChatGPT 4.0 would demonstrate superior perfor-
mance compared to 3.5.

METHODS
As this study did not involve patient data and medical 
records, it was conducted without the approval from the 
Institutional Review Board. The questions used in the 
study were sourced from the Department of Orthopedic 
Surgery at Seoul National University Hospital, which have 
been validated by board-certified orthopedic surgeons and 
adapted to align with the format of the Korean Orthopedic 
Association board certification examinations. The ortho-

pedic surgery board certification examination consists of 
160 text-only questions and 100 image-based questions. 
However, for the purposes of this analysis, only the 160 
text-only questions were included due to the limitation of 
ChatGPT 3.5, which does not support image interpreta-
tion. As ChatGPT can generate varying responses when 
prompted to regenerate answers, the initial answer pro-
vided by ChatGPT was considered for primary evaluation. 
To further assess the consistency of ChatGPT, we used the 
‘regenerate’ function, prompting the model to provide a 
second answer to the same question, and the number of 
changed responses was evaluated.

The threshold for passing the board-style examina-
tion was set at 60%, in alignment with the passing thresh-
old for orthopedic specialist certification examinations in 
Korea. Questions were input in Korean, which was auto-
matically translated into English by ChatGPT, with the au-
thors ensuring the accuracy of the translations and making 
manual corrections as necessary. The study then compared 
the accuracy rates between ChatGPT 3.5 and ChatGPT 4. 
The examination questions consisted of multiple-choice 
items with 5 options, requiring the selection of 1 correct 
answer. The distribution of questions across orthopedic 
subcategories was as follows: hip (n = 17), knee (n = 18), 
ankle and foot (n = 15), spine (n = 18), shoulder (n = 15), 
hand (n = 18), pediatrics (n = 19), tumor (n = 10), general 
trauma (n = 13), infection and metabolism (n = 8), and 

Table 1. Accuracy Rates of ChatGPT 3.5 and ChatGPT 4 According to Subcategories 

Variable
Number of correct answers (%)

p-value
GPT 3.5 GPT 4

Hip (n = 17) 3 (17.6) 6 (35.3) 0.243

Knee (n = 18) 6 (33.3) 11 (61.1) 0.095

Ankle and foot (n = 15) 7 (46.7) 10 (66.7) 0.269

Spine (n = 18) 8 (44.4) 14 (77.8)  0.040*

Shoulder (n = 15) 6 (40.0) 12 (80.0)  0.025*

Hand (n = 18) 7 (38.9) 12 (66.7) 0.071

Pediatrics (n = 19) 9 (47.4) 14 (73.7) 0.097

Tumor (n = 10) 4 (40.0) 3 (30.0) 0.639

General trauma (n = 13) 4 (30.8) 5 (31.3) 0.680

Infection and metabolism (n = 8) 3 (37.5) 5 (62.5) 0.317

Basic science and rehabilitation (n = 9) 3 (33.3) 6 (66.7) 0.157

Total (n = 160) 60 (37.5) 96 (60.0) < 0.001*

*Statistically significant at p < 0.05. 
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basic science and rehabilitation (n = 9), resulting in a total 
of 160 questions.

Statistical Analysis
The chi-square test was used to compare the accuracy 
rates between ChatGPT 3.5 and ChatGPT 4. Statistical sig-
nificance was set at a p-value of less than 0.05. All statisti-
cal analyses were conducted using IBM SPSS statistics ver. 
25 (IBM Corp.).

RESULTS
The overall accuracy rate and accuracy rates for each sub-
category are presented in Table 1. Of the total 160 questions, 
ChatGPT 3.5 correctly answered 60 questions (37.5%), 
while ChatGPT 4 provided 96 correct answers (60.0%), 
showing a statistically significant difference (p < 0.001). 
Among the subcategories, ChatGPT 4 demonstrated sig-
nificantly higher accuracy rates in the areas of spine and 
shoulder (p = 0.040 and p = 0.025, respectively). While 
ChatGPT 4 generally showed superior accuracy rates in 
most subcategories relative to ChatGPT 3.5, the accuracy 
rate for ChatGPT 3.5 in the tumor subcategory (40.0%) 
exceeded that of ChatGPT 4 (30.0%), although this dif-
ference was not statistically significant. Figs. 1-3 show 
examples of the questions presented to ChatGPT and the 
corresponding responses generated, which have been pro-
vided in English for illustrative purposes. Concerning the 
measure of response consistency, ChatGPT 3.5 exhibited 
a notable alteration in 76 of its initial responses (47.5%), 

A

B

Fig. 1. Example of a question answered by ChatGPT 4 (A) and ChatGPT 3.5 
(B). The correct answer is option “A. Follow-up with plain radiography.” 
ChatGPT 4 provided an appropriate explanation, whereas ChatGPT 3.5 
presented only the answer without any explanation.

A

B

C

D

Fig. 2. Example of a simple, knowledge-based question incorrectly answered by both ChatGPT 4 and ChatGPT 3.5. (A) The correct answer is option 
“b) Distraction.“ According to the Thoracolumbar Injury Classification and Severity Scale (TLICS) scoring system, burst fracture is assigned 2 points, 
distraction is assigned 4 points, incomplete cord injury is assigned 3 points, posterior ligamentous complex (PLC) injury is assigned 3 points, and 
translation/rotation is assigned 3 points. (B) Initial answer provided by ChatGPT 4. (C) Initial answer provided ChatGPT 3.5. (D) Corrected answer 
provided by ChatGPT 3.5 through the “Regenerate response” function.
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whereas ChatGPT 4 displayed a more consistent perfor-
mance, with only 15 of its initial responses (9.4%) under-
going modification.

DISCUSSION
The most important finding of this study is that ChatGPT 
4 showed a problem-solving proficiency to pass the ortho-
pedic specialist examination, whereas ChatGPT 3.5 did 
not reach the passing standard. Previous studies reported 
that the accuracy rates of ChatGPT 4 exceeded the passing 
threshold of medical board certification examinations,5-7) 
which is comparable to the results of this study. In terms 
of orthopedic question performance, accuracy has varied 
from 29% to 73.6% in existing research.11-13) In our study, 
we attribute the improved performance of ChatGPT 4 
(with an accuracy of 60%) over its predecessor, ChatGPT 
3.5 (with an accuracy rate of 37.5%), to the continuous 
enhancement of LLM models.15) Interestingly, despite the 
language of the input questions being Korean, ChatGPT 
translated them into English and generated responses ef-
ficiently, showing its multilingual proficiency. 

In this study, there were instances where both ChatGPT 
4 and 3.5 provided incorrect answers to simple, knowledge-
based questions (Fig. 2). The “regenerate response” function 
occasionally changed incorrect answers to correct ones, 
and vice versa, without providing an explanation for these 
changes. This inconsistency was especially pronounced in 
ChatGPT 3.5, where 47.5% of answers underwent changes 

upon regeneration, whereas ChatGPT 4 exhibited greater 
consistency, with only 9.4% of responses being altered. 
In addition to the inaccuracies shown by both ChatGPT 
4 and 3.5, these inconsistency rates raise questions about 
their ability to reliably provide information. Furthermore, 
as ChatGPT 4 displayed a lower accuracy rate in the tumor 
subcategory, the superiority of ChatGPT 4 over ChatGPT 
3.5 may not be generalized across all subject areas.

When solving problems requiring inference from 
given scenarios, ChatGPT demonstrated quick reasoning 
abilities. However, there were instances where ChatGPT’s 
answers and explanations contained incorrect informa-
tion, despite the individual sentences being mostly accu-
rate (Fig. 3). In addition, incorrect explanations were gen-
erated with confidence, a known limitation of LLMs.16) In 
some cases, ChatGPT generated nonexistent references to 
support its answers, known as “hallucination.”17) This find-
ing implies the necessity for the expertise and review of a 
medical professional for verification. Therefore, although 
ChatGPT’s performance proved sufficient to pass an or-
thopedic board-style examination, it should be used with 
caution in clinical settings or for educational purposes. 

Meanwhile, it is important to note that ChatGPT 
was not designed to replace medical professionals as a 
diagnostic tool, but rather to assist users by providing in-
formation and supporting various tasks.15) Additionally, 
it is pertinent to acknowledge that ChatGPT’s training 
corpus only extends up to 2021 (latest version when the 
authors conducted the analysis), warranting consideration 
when utilizing the program for medical inquiries in cur-
rent scenarios. Moreover, as the responses of ChatGPT are 
generated from large-scale text patterns, limitations in its 
judgement capabilities should be considered.18)

Limitations of this study include the use of text-only 
questions without incorporating imaging tests commonly 
used in actual clinical settings. Additionally, considering 
that ChatGPT is predominantly trained in English, there 
could be a difference in accuracy when inputting and solv-
ing problems in a non-English language. Although Chat-
GPT automatically translated the questions into English, 
and these translations were subsequently verified by the 
authors, the translation process itself may have impacted 
the performance. Furthermore, the responses provided 
by ChatGPT lacked solid evidence and did not include 
concrete, reliable references. Lastly, as the evaluation was 
conducted using a question bank, and actual specialist ex-
amination questions are not publicly available, there might 
have been differences in the difficulty level.

In conclusion, ChatGPT demonstrated the poten-
tial to pass orthopedic board-style examinations, with 

Fig. 3. Example of a question requiring inference incorrectly answered 
by ChatGPT 4. In this case, internal snapping of the hip is suspected. The 
most appropriate diagnostic test for the presented case would be option 
“D. Ultrasound.” However, ChatGPT provides “B. Magnetic resonance 
imaging“ as the correct answer, despite the individual sentence in its 
explanation being correct.
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ChatGPT 4 achieving a significantly higher accuracy rate 
compared to ChatGPT 3.5. However, there were instances 
of incorrect answers and changes in responses. Therefore, 
caution is required when applying ChatGPT in clinical set-
tings or for educational purposes.
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