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Background: The limitation in spatial resolution of bone scintigraphy, combined with the vast variations 
in size, location, and intensity of bone metastasis (BM) lesions, poses challenges for accurate diagnosis 
by human experts. Deep learning-based analysis has emerged as a preferred approach for automating the 
identification and delineation of BM lesions. This study aims to develop a deep learning-based approach to 
automatically segment bone scintigrams for improving diagnostic accuracy.
Methods: This study introduces a deep learning-based segmentation model structured around an encoder-
decoder architecture. The model employs a multi-attention learning scheme to enhance the contrast of 
the skeleton outline against the background and a multi-scale learning strategy to highlight the hotspots 
within skeletal areas. The multi-attention strategies include the Non-local Attention scheme and the vision 
transformer (ViT), while the multi-scale learning incorporates the multi-scale feature learning strategy and 
the multi-pooling learning strategy. This combination enables the proposed model to accurately detect and 
extract lesions of varying sizes with high randomness in location and intensity.
Results: Experimental evaluation conducted on clinical data of single photon emission computed 
tomography (SPECT) bone scintigrams showed the superior performance of the proposed model, achieving 
the highest-ever dice similarity coefficient (DSC) score of 0.6720. A comparative analysis on the same dataset 
demonstrated increased scores of 5.6%, 2.03%, and 7.9% for DSC, Precision, and Recall, respectively, 
compared to the existing models.
Conclusions: The proposed segmentation model can be used as a promising tool for automatically 
extracting metastasis lesions from SPECT bone scintigrams, offering significant support to the development 
of deep learning-based automated analysis for characterizing BM.
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Introduction

Patients with malignant tumors may develop bone 
metastasis (BM) when a solid tumor invades the bone (1).  
The bone ranks as the third most affected site after the 
lung and liver (2). Clinical events indicate that breast 
cancer accounts for over 60% of BM cases (3,4), while the 
remaining cases metastasized from thyroid, lung, and kidney 
cancers (5). Patients suffering from BMs often experience a 
series of skeletal-related events (6,7), significantly affecting 
both survival time and quality of life. Therefore, early 
detection of BMs is crucial for making treatment decisions 
and improving survivability (6).

Medical imaging offers a noninvasive, routine method for 
surveying BMs (8). Currently, a variety of medical imaging 
modalities are available, including bone scintigraphy (also 
known as a bone scan), whole-body magnetic resonance 
imaging (MRI), and positron emission tomography 
(PET) (9). Specifically, single photon emission computed 
tomography (SPECT) is the routine clinical technique 
for bone scintigraphy due to its cost-effectiveness and 
high detection sensitivity (10,11). By using SPECT bone 
scintigraphy (12), metastasized bone sites can be detected 
and displayed as hotspots in the scintigrams with a high 
uptake of the radionuclide of technetium-99 methylene 
diphosphonate (99mTc-MDP) (13).

SPECT bone scintigraphy is characterized by its 
limited spatial resolution (14) with a distance of 2.26 mm 
between two adjacent elements in a typical 1,024 (row) × 
256 (column) whole-body bone scintigram. Unlike natural 
images, in which the pixel values have a relatively narrow 
range, the element values of the bone scintigram, which 
represent the captured counts of 99mTc-MDP, can span from 
zero to hundreds even thousands, depending on patients’ 
metabolic activity. Moreover, some normal bones, such as 
the vertebrae, may exhibit high radionuclide uptake (15).  
These factors, combined with the unpredictable and 
irregular nature of metastasis lesions in terms of location, 
size, and shape, pose significant challenges for manual 
diagnosis in nuclear medicine practices (16).

Medical professionals and researchers have recently 
turned to automated image analysis, where machine 
learning, especially deep learning, plays a crucial role in the 

diagnostic process (17). Deep learning-based medical image 
analysis has immense potential for accurately characterizing 
BM and improving diagnosis (18). Convolutional neural 
networks (CNNs) are among the most widely used deep 
learning architectures (19,20), possessing the capacity 
to automatically learn significant image features without 
requiring human supervision. 

Most of the CNN-based analysis of SPECT bone 
scintigrams concentrates on determining whether BM is 
present in scintigrams by classifying them (21-24). Several 
pioneering studies (25) are relevant to our work, such as BM 
Segmentation. Based on an Improved U-Net Algorithm, 
which enhances U-Net with an attention mechanism in 
the skip connections to improve feature selection and 
segmentation accuracy, the proposed model achieves 
superior performance in segmenting bone scintigraphy 
images (26). Another example is a study on Semantic 
Segmentation in Radiation Therapy for Prostate Cancer, 
which uses a 2D U-Net with additional bladder and rectum 
channels to increase segmentation accuracy on non-contrast 
computed tomography (CT) images (27). Shimizu et al. (28) 
introduced a dual-stage approach to first extract metastasis 
lesion hotspots from whole-body bone scintigrams and then 
classify these hotspots to identify true metastasis lesions by 
using the existing model BtrflyNets (29). Saito et al. (30) 
focused on hotspot extraction of metastasis lesions from 
whole-body bone scintigrams using the BtrflyNets model, 
along with symmetry-based hotspot assessment. In addition 
to these, custom segmentation models (31,32) based on the 
encoder-decoder structure of the U-Net model (33) were 
developed specifically for segmenting BM lesions from 
regional SPECT bone scintigrams in the thorax. Some 
efforts have also been made towards building semi-supervised 
models to mitigate the scarcity of annotated images for 
CNN-based supervised segmentation. MaligNet (34),  
for instance, is a two-stage semi-supervised model that first 
segments hotspots and then classifies them to diagnose BM. 
An end-to-end semi-supervised model was proposed by Lin 
et al. (35) for segmenting BM lesions in bone scintigrams. 
Additionally, Huang et al. (36) proposed a semi-supervised 
model that balances unsupervised label construction and 
supervised learning, offering valuable insights for weakly 
labeled image analysis. Yu et al. (37) explored the effect of 
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bone segmentation on an internal dataset by comparing 
three CNN-based models. Chen et al. (38) introduced a 
pairwise attention-enhanced adversarial model that performs 
bone segmentation through pairwise attention graphs and 
semantic fusion. Morita et al. (39) employed U-Net to 
automatically segment facial bones into eight regions. Li  
et al. (40) proposed a new semi-supervised learning method 
to leverage the unique bone structure in CT scans, along 
with a patch-shuffle-based data augmentation method for 
bone segmentation. Zhan et al. (41) introduced the Smart 
Assisted Framing Network (SEAGNET), which captures 
contextually relevant information in the feature graph 
through hybrid attention and uses edge attention to guide 
the network’s focus on boundaries. Afnouch et al. (16)  
developed Hybrid-AttUnet++ with dual decoders for 
simultaneous segmentation of BMs and bone regions. Zhou 
et al. (42) proposed a two-stage whole-body bone SPECT 
scan residual artifact image restoration algorithm based 
on contextual attention. The first stage performs bone 
segmentation, and the second stage restores artifacts in the 
segmented image. Liu et al. (43) presented a deep learning-
based automatic analysis method for bone scan images to 
detect BMs, including a bone scan classification model, a 
region segmentation model, a tumor burden assessment 
model, and a diagnostic report generation model. Li et al. (44)  
proposed an efficient segmentation model for MR spine 
images, called Inception-CBAM Unet++, which enhances 
feature extraction with Inception and attention modules. 
The model significantly improves segmentation metrics, 
achieving an IoU of 83.16% and a DSC of 90.32% on the 
SpineSagT2W dataset. Wang et al. (45) proposed an efficient 
method for medical image segmentation, introducing 
residual interconnections, attention modules, and an 
adaptive denoising learning strategy (ADL) to mitigate noisy 
labels. Their model demonstrated competitive performance 
on spinal CT datasets. Latif et al. (46) introduced a multi-
inception-UNET model to improve the scalability of U-Net 
for brain tumor segmentation. Their model demonstrated 
superior performance on the BraTS datasets, achieving 
the best results for complete, core, and enhancing tumor 
regions. Qiu et al. (47) introduced AgileFormer, a spatially 
agile ViT-UNet model designed for medical image 
segmentation, incorporating deformable patch embedding, 
spatially dynamic multi-head attention, and deformable 
positional encoding. Their experiments across three 
segmentation tasks demonstrated the model’s effectiveness.

However, it is worth noting that the CNN-based 
segmentation of SPECT bone scintigrams is still in its 

infancy, and the performance of the aforementioned studies 
requires further improvement. Based on an in-depth 
analysis of the characteristics of SPECT bone scintigraphy, 
this work presents a CNN-based segmentation model for 
automatically separating metastasis lesions from a bone 
scintigram. 

We adopted an encoder-decoder structure to address 
the significant size disparity between the background and 
foreground regions. To address the variability in lesion 
size, location, shape, and radiance values, we employed a 
multi-scale feature learning strategy at each layer and a 
multi-pooling learning strategy during the initial down-
sampling. Additionally, to tackle the issues of poorly defined 
lesion contours and inconspicuous hotspots in BMs, we 
integrated multiple attention mechanisms, including non-
local attention and vision transformer (ViT), in the model’s 
bottom layer.

The rest of this paper is organized as follows. In 
Methods, we present the proposed BM lesion segmentation 
model. Results reports the experimental evaluation 
conducted on clinical SPECT bone scintigrams. In 
Discussion, we provide a brief discussion of the ablation 
study regarding the pros and cons of the proposed model. 
In Conclusions, we conclude this work and point out future 
research directions.

Methods

In this study, we propose a BM lesion segmentation model 
based on an encoder-decoder architecture, integrating 
with a non-local attention scheme, ViT, multi-pooling, 
and multi-scale feature learning strategies. The network 
structure of the proposed model is illustrated in Figure 1.

As shown in Figure 1, during the encoding stage, a 
composite convolution (i.e., Conv 3×3 + Conv 3×3) is used 
to double the number of channels apart from the input (i.e., 
2562×1) and a pooling operation (i.e., MaxPooling) is used 
to halve the size of a feature map. On the contrary, during 
the decoding stage, a transpose convolution (i.e., Transpose 
Conv) is used to recover the feature maps layer by layer. 

The encoding process is used to learn image features, 
gradually focusing on target areas from large to small. The 
decoding process then reconstructs the image, generating 
the final output through step-by-step restoration. 
This structure not only meets the demands of image 
segmentation but also effectively extracts and utilizes 
multi-scale features within the images, thereby enhancing 
segmentation performance.
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Figure 1 The network structure of the proposed encoder-decoder architecture segmentation model with multi-attention and multi-scale 
feature learning strategies. ViT, vision transformer.

Figure 2 An illustration of the multi-scale feature learning block used in the proposed model. C, channels; H, height; W, width; C1, number 
of channels in branch 1; C2, number of channels in branch 2; C3, number of channels in branch 3; Cp, number of channels in branch p; C’, 
output channels.

The core components of the model that enhance 
segmentation performance include multi-scale feature 
learning applied across all layers, multi-pooling feature 
learning implemented in the second layer, and the Non-
local attention mechanism along with the ViT utilized in 
the final layer. These components will be elaborated upon 
in the following sections.

Multi-scale feature learning strategy

As illustrated in Figure 1, we use multi-scale learning block 
in every layer of the proposed model to help the model 

capture information about size-varied lesions. Figure 2 
depicts the structure of the multi-scale learning block used.

Following the structure of Inception model (48), the 
multi-scale learning block contains five branches with 
different kernel sizes to focus on size-varied lesions. The 
outputs of these branches are then concatenated according 
to Eq. [1].

1 2 3 PC C C C C′ = + + +
	

[1]

where C’, C1, C2, C3, and CP indicate the number of the 
channel in the output feature map, the number of the 
channel in the feature map with a kernel size of 1×1, the 
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number of channels in the feature map with a kernel size 
of 3×3, the number of channels in the feature map with 
a kernel size of 5×5, and the number of channels in the 
feature map with max pooling, respectively.

Let H W CU × ×∈  be the input feature cube, the output 
feature cube U’ can be formally represented as follows.

( )1 2 3 PU H W C C C C′ = × × + + +
	

[2]

where H and W is the height and width of a feature, 
respectively.

Multi-pooling learning strategy

In this work, we employ a multi-pooling learning 
mechanism to help the model capture objects (i.e., 
metastasis lesions) of different sizes and details in a SPECT 
bone scintigram. Figure 3 illustrates the detail of the multi-
pooling learning block used.

As seen in Figure 3, the multi-pooling module (49) 
contains four pooling layers with window sizes of 1×1, 
2×2, 4×4, and 8×8. In order to maintain the weight of the 
global features, we use a 1×1 convolutional layer after each 
pooling layer to reduce the dimensions of the contextual 
representations to 1/N of the original dimensions:

( )( ) { }1 1 , 1, 2, 4,8
ii s input iF Conv AdaptiveAvgPool F s×= ∈   [3]

where Si is the window size of the ith pooling layer, Finput 
is the input feature map, Fi is the feature map after being 
processed by a 1×1 convolution. The feature maps output 
from each pooling layer are then upsampled to the original 
input feature map size by bilinear interpolation:

( )( ) { }, , 1, 2, 4,8upsampled
i i input iF BilinearUpsample F size F s= ∈  [4]

where upsampled
iF  is the feature map after sampling on the ith 

pooling layer. The original input feature map is then spliced 
with the feature maps after sampling on each pooling layer:

( )1 2 3 4, , , ,upsampled upsampled upsampled upsampled
concat inputF Concat F F F F F=

 
[5]

where Fconcat is the spliced feature map.
Multi-pooling extracts features at different scales 

through adaptive average pooling operations with multiple 
pooling windows (1×1, 2×2, 4×4, 8×8). This multi-scale 
feature extraction allows the model to capture objects 
and details of various sizes, aiding in handling lesions of 
different scales and shapes, thereby reducing false negatives 
and false positives. Additionally, pooling at different 
scales captures richer contextual information, which helps 
the model better understand the relationship between 
local and global features, thus improving the accuracy of 
segmentation boundaries. We place this module after the 
first down-sampling step in the model. This design enables 
the integration of multi-scale information at an early stage, 
thereby enhancing the model’s ability to detect lesion areas.

ViT learning strategy

We utilize the ViT architecture to aid the model in 
capturing global contextual information and enhancing 
feature representation capabilities. Figure 4 details the ViT 
learning block used.

The ViT (50) is an innovative approach that adapts 
the Transformer architecture for computer vision tasks. 

Figure 3 An illustration of the multi-pooling learning block used in the second layer.

Pooling

Conv

Conv

Conv

Conv

ConvUpsample



Xie et al. Fine-grained segmentation of bone metastasis694

© AME Publishing Company.   Quant Imaging Med Surg 2025;15(1):689-708 | https://dx.doi.org/10.21037/qims-24-1246

The ViT module comprises several key components: 
image segmentation and embedding, positional encoding, 
Transformer encoder layers, and Classification Token 
Pooling (CLS Token Pooling). Below is a detailed 
description of the ViT module.

As illustrated in Figure 4, the input image H W CX × ×∈  

(where H is the height, W is the width, and C is the number 
of channels) is partitioned into non-overlapping patches, 
each of size P×P. Given an image of size H×W, this division 
results in N patches. The number of image blocks is 
calculated as Eq. [6].

H WN
P P

   = ×      
	 [6]

Each patch is flattened into a vector, denoted P P C
pX × ×∈ ,  

where C is the number of channels. Subsequently, each 
patch is mapped to a vector space of fixed dimension D 
using a linear transformation:

i i
o p iz Ex p= +

	 [7]

where P P C DE × × ×∈  is a trainable linear matrix, and 
D

ip ∈  represents the position encoding vector of the 

i-th image block, 0
iz  is the embedding vector of the i-th 

image patch. Additionally, a classification marker (CLS) 
is appended at the beginning of the input sequence. The 
initial state of this marker is a trainable vector, designed 
to aggregate information from all patches in the image. 
Consequently, the initial input sequence z0 is represented as 
follows:

0 1 2
0 0 0 0 0; ; ; ; Nz z z z z =  

	
[8]

The input sequence is then passed through the 
Transformer Encoder module. Initially, layer normalization 
is performed on the input zl-1:

( )1 1l lz LayerNorm z− −=

	 [9]

For each layer l and each head h within the multi-
head self-attention mechanism, the Query, Key, and Value 
matrices are computed:

1 1 1, ,h h h
l l lh Q h K h VQ z W K z W V z W− − −= = =  

	 [10]

where , , kD Dh h h
Q K VW W W ×∈  represents the trainable weight 

matrix of the -thh  head, D denotes the dimension of the 
input vector, and Dk signifies the dimension of each head. hQ  
is the query, hK  is the key, hV  is the value, which are used to 
compute the self-attention mechanism. The computational 
self-attention is subsequently performed as follows:

Figure 4 An illustration of the ViT learning block used in the last layer. ViT, vision transformer; CLS Token Pooling, Classification Token 
Pooling; MLP, multilayer perceptron.
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( ), ,
T

h h
h h h h

k

Q KAttention Q K V softmax V
D

 
=   

 
	 [11]

The outcome of a multi-head self-attention mechanism, 
combined across H heads, is as Eq. [12].

( ) ( )1 2, , , , , H oMultiHead Q K V Concat head head head W=   [12]

where ( ), ,h h h hhead Attention Q K V= , vH D D
oW ⋅ ×∈  is the trainable 

output weight matrix. By applying residual connection and 
layer normalization to the output of each layer, we obtain 
Eq. [13].

( )( )1 , ,l lz LayerNorm z MultiHead Q K V−= +

	 [13]

It is then applied to each position via a feed-forward 
neural network.	

( ) ( )( )1 1 2 2FFN z MLP GELU zW b W b= + + 	 [14]

where W1, W2 and b1, b2 are trainable weights and biases 
and GELU is the activation function. Then applied residual 
connection and layer normalization:

( )( )l llz LayerNorm z FFN z= + 
	 [15]

Finally, the feature map is extracted by CLS Token 
Pooling:

[ ]zL
CLSh = 	 [16]

where h is the feature map after processing through the ViT 
module. Table 1 below shows the description of the ViT 
parameters.

ViT excels at capturing global contextual information 
within an image. Through the self-attention mechanism, 
it can focus on the entire image from each position of the 
feature map. Incorporating the ViT module at the lowest 
level of the codec effectively combines the local feature 
extraction capability of CNNs with the global feature 
extraction capability of the Transformer. This integration 
enhances segmentation accuracy, particularly in images with 
complex backgrounds or similar regions.

Non-local attention

In this work, a non-local attention learning mechanism (51)  
is employed to enhance the model’s focus on SPECT 
bone metastatic lesions. Figure 5 illustrates the detailed 
architecture of the non-local attention module.

The input feature map x has dimensions (B, C, H, W), 
where B is the batch size, C is the number of channels, 
and H and W are the height and width of the feature map, 
respectively. The model channels the input feature map 
through three 1×1 convolution layers (θ, φ, g) to reduce the 
input channels from C to C/2.

( ) ( ) ( ) ( ) ( )2 , 2 , 2x Conv d x x Conv d x g x Conv dθ ϕ= = =  [17]

Spread the transformed feature map:

( ) ( ). , 2 , , , ,x x xY Y view B C H W Y gθ ϕ= × ∈ 	 [18]

Figure 5 A non-local attention learning mechanism used in the 
last layer. C, channels; H, height; W, width; Z, output feature map; 
θ, produces the query feature map; φ, produces the key feature 
map; g, produces the value feature map.

Table 1 ViT parameter settings

Parameter Value

Image_size 256/[2len(features)]

Patch_size 16/[2len(features)]

Num_classes 512

Dim 512

Depth 6

Heads 8

Dropout 0.1

ViT, vision transformer; Num_classes, number of output classes; 
Dim, dimension; len(features), length of the feature sequence in 
the input.
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where the dimension of Y is (B, C/2, N) at this point N 
= H×W. xθ  represents the 1×1 convolution operation 
in the first branch, used to generate the query features 
(Query). xϕ  represents the 1×1 convolution operation in 
the second branch, used to generate the key features (Key). 

xg  represents the 1×1 convolution operation in the third 
branch, used to generate the value features (Value). The 
similarity matrix f between θx and φx is then computed:

( )( )( ). 0,2,1 ,x xf torch matmul permuteθ ϕ⋅=
	

[19]

The similarity matrix is then softmax normalized:

( ). , 1divf F softmax f dim= = −
	

[20]

The normalized similarity matrix fdiv is subsequently used 
to multiply with gx:

( )( ). , , 0, 2,1div xy torch matmul f g permute= 	 [21]

The resultant matrix y is transposed back to its original 
dimensions:

( ) ( ). 0, 2,1 .y y permute contiguous= ⋅ 	 [22]

Residual connection is performed after reshaping back 
to the original feature map shape and restoring the original 
number of channels. The final output feature map is z, 
which is the sum of the residual output and the original 
input feature map.

( )( ). , 2 , ,z Conv2d y view B C H W x= + 	 [23]

Placing the Non-Local Block module after the ViT 
module effectively combines the global feature extraction 
capability of ViT, which performs global feature extraction 
on the feature map through the self-attention mechanism, 
focusing on the structure and features of the image as a 
whole. The Non-Local Block further enhances this global 
contextual information, allowing each position on the 
feature map to more accurately focus on other positions. 
This combination can improve the accuracy of lesion 
segmentation.

This work was approved by the Ethics Committee of 
Gansu Provincial Cancer Hospital (No. A202106100014). 
The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). The used 
bone SPECT images were de-identified before the authors 
received the data. The fully anonymised image data was 
received by the authors on June 01, 2021. A requirement for 
informed consent was waived for this study because of the 
anonymous nature of the data.

Results

In this section, we present the experimental results of the 
segmentation performance obtained by the proposed model 
on clinical data of SPECT BM scintigrams, beginning with 
a description of the experimental data used.

Experimental data

The data of the planar bone scintigrams used in this 
retrospective study were collected from the Department 
of Nuclear Medicine, Gansu Provincial Cancer Hospital, 
China, spanning the period from January 2016 to 
December 2019. The bone scintigrams were acquired using 
single-head imaging equipment (GE SPECT Millennium 
MPR) that captured both the anterior- and posterior-
view scintigrams from each patient who was intravenously 
injected with 99mTc-MDP (20–25 mCi).

Patient information
The statistical information of patients in this dataset is 
presented in Table 2 below, including the total number of 
male and female patients, age range, number of anterior 
view lesions, and number of posterior view lesions.

The study comprises 168 patients diagnosed with 
BMs secondary to lung cancer, with an average age of 
approximately 58.17 years (age at the time of imaging). As 
shown in Table 2, the total number of lesions is 1,016, with 

Table 2 An overview of patient characteristics 

Patient characteristics Male (N=103) Female (N=65) Total (N=168)

Age (years) 59.11±9.84 [29.0–81.0] 56.68±9.98 [36.0–75.0] 58.17±9.93 [29.0–81.0]

Number of anterior lesions 2.65±2.44 [0–13] 3.20±2.43 [0–12] 5.69±36.86 [0–481]

Number of posterior lesions 3.09±3.56 [0–17] 3.34±3.33 [0–14] 6.33±41.05 [0–535]

Total number of lesions 591 425 1,016

Data are presented as mean ± standard deviation and, where applicable, range [minimum – maximum].
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males having 591 lesions and females having 425 lesions. 
The statistics regarding the number of individuals 

suffering from lung cancer BMs in each age group, based on 
their age at the time of imaging, are depicted in the chart (see 
Figure 6).

As illustrated in Figure 6, males exhibit a significant risk of 
developing the disease between the ages of 60 and 70 years. 
For both males and females aged 50 to 60 years, the number 
of foci is notably higher. The number of foci generally 
decreases in the older age group. Overall, the number of foci 
increases with age for both males and females until it begins 
to decline after the age of 60 to 70 years.

Data preprocessing
Step 1: normalization
SPECT images differ significantly from standard grayscale 
or color images, in which pixel values typically range from 
0 to 255. To address the impact of variations in radiation 
intensity on image feature extraction, each DICOM file 
undergoes adaptive normalization. This normalization 
adjusts pixel intensities within a fixed range based on the 
observed maximum and minimum values in the dataset.

In this study, whole-body SPECT images of size 
m=256 and n=1,024 are used. The dataset is obtained after 
normalization.
Step 2: bladder region removal
Non-lesion hot spots, characterized by high radiation 
values, can significantly affect the accurate diagnosis of 
true lesions by medical professionals. When bones are 
affected by disease, changes in density and structure lead 
to high uptake areas of radiopharmaceuticals. However, 
the concentration of radiopharmaceuticals in lesion areas is 
significantly lower compared to regions like the injection 
site and bladder. Extremely high radiation values in non-
lesion hot spots can lead to the “big numbers eat small 

numbers” phenomenon, making it difficult to identify 
lesions and resulting in missed diagnoses.
Step 3: labelling
In order to obtain the manual labels (i.e., ground truth) for 
each image, we asked three experienced nuclear medicine 
physicians (one chief physician, one associate senior 
technologist, and one technologist in charge) within our 
research group to manually label the metastasized lesions 
using an ITK-SNAP-based system (http://www.itksnap.org/). 
Step 4: image segmentation
To facilitate the model’s processing, the input images are 
cropped into manageable segments. The original images, 
sized at 256×256, undergo cropping using a sliding window 
approach with a stride of 128. This process results in the 
creation of several sub-images, each sized at 256×256 pixels, 
from a single 256×1,024-pixel image. Subsequently, the 
corresponding label files are cropped in the same manner.

Images containing BM are then identified and isolated 
from the cropped images. These identified images, along 
with their manually crafted annotations, constitute the 
training dataset for our proposed model. Table 3 presents a 
statistical overview of the data utilized in this study.

We divided the 838 images used into two subsets, i.e., 
the training set consisting of 590 images and the test set 
consisting of 248 images (see Table 3). Each subset was 
divided based on patients rather than individual images to 
prevent data leakage between the training and test sets.

Experimental setup

The experimental evaluation metrics used in the experiment 
include dice similarity coefficient (DSC), Recall, and 
Precision, defined in Eqs. [24-26].

2
2

TPDSC
TP FP FN

=
+ + 	

[24]

Figure 6 Statistical distribution of lesions across age groups.
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TP FP

=
+ 	

[26]

Here, TP represents true positives, FP denotes false 
positives, and FN indicates false negatives.

The parameter settings of the segmentation models used 
in the experiments are detailed in Table 4. All experiments 
were conducted on the PyTorch 1.11.0 platform, using an 
Intel Core i7-9700 PC with 32GB RAM running Windows 
10. All models were trained on NVIDIA RTX 3090 GPU.

Experimental results

Table 5 reports the experimental results in terms of the 

defined evaluation metrics on samples in the test set. 
The results in Table 5 demonstrate that our model performs 

well on segmenting BM lesions in low-resolution SPECT 
bone scintigrams, achieving a DSC metric score of 0.6720.

To benchmark our model, we tested a group of classical 
image segmentation models using the same dataset outlined in 
Table 3. Table 6 lists the existing models used for comparison, 
and the experimental results are illustrated in Figure 7.

The experimental results presented in Figure 7 demonstrate 
that our model outperforms all existing models in terms 
of the DSC and Recall metrics, and achieves competitive 
Recall. Notably, our proposed model surpasses the 
specialized model (32), achieving increased scores of 
5.6%, 2.03%, and 7.9% for DSC, Precision, and Recall, 
respectively. Additionally, when compared to the existing 
full-body segmentation model (43), our model shows 
improvements of 5.7%, 5.3%, and 2.9% in DSC, Precision, 
and Recall, respectively. While our model does not achieve 
the highest Precision across all comparative experiments, 
it demonstrates a balanced performance that excels in 
both DSC and Recall. This balance makes it more robust 
in reducing false positives and enhancing segmentation 
precision, which is essential  for practical clinical 
applications. Therefore, we can conclude that our model is 
an effective automated tool for accurately segmenting BM 
lesions from low-resolution SPECT bone scintigrams.

The segmentation results are shown in Figure 8.
As illustrated in Figure 8, our model significantly 

outperforms the other models in terms of segmentation 

Table 3 The statistics of the data of SPECT BM scintigrams used

Statistics Value

Number of images 838

Image size 256×256

Training set (~70%) 590

Test set (~30%) 248

SPECT, single photon emission computed tomography; BM, 
bone metastasis.

Table 4 Parameter settings of the proposed segmentation model

Model parameter Value

Learning rate 1e−4

Optimizer Adaptive moment estimation

Batch size 16

Epoch 200

Table 5 The experimental scores of evaluation metrics obtained by 
the proposed model on test samples

Evaluation metric Score

DSC 0.6720

Recall 0.6671

Precision 0.6771

Time 1 h + 3 min

DSC, dice similarity coefficient.

Table 6 Overview of the existing image segmentation models for 
comparison

Model Alias Purpose

U-Net (33) M #1 General

U-Net++ (52) M #2 General

Attention U-Net (53) M #3 General

Res_U-Net (54) M #4 General

AMSUnet (55) M #5 General

CMUNeXt (56) M #6 General

Multi-inception-UNet (46) M #7 General

RAR-U-NET (45) M #8 General

ICUnet++ (44) M #9 General

Model in (32) M #10 Specialized1

Model in (43) M #11 Specialized2
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Figure 7 Comparative analysis of segmentation performance between our model and the existing ones. M, model; DSC, dice similarity 
coefficient.
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Table 7 The experimental results of the ablation studies on our segmentation model

Evaluation metric
Multi-pooling/multi-attention/multi-scale/ViT

x/x/x/x x/x/x/√ x/x/√/√ x/√/√/√ √/√/√/√

DSC 0.6369 0.6446 0.6408 0.6536 0.6720

Recall 0.5911 0.6043 0.5977 0.6261 0.6671

Precision 0.6918 0.6906 0.6912 0.6840 0.6771

Time 18 min 17 min 53 min 33 min 1 h + 3 min

ViT, vision transformer; DSC, dice similarity coefficient.

accuracy. Not only does it achieve superior results compared 
to general segmentation models, but it also surpasses models 
specifically designed for bone scintigraphy segmentation. 
This demonstrates the robustness and effectiveness of our 
approach in accurately identifying and delineating BM 
lesions.

Discussion
 

This section provides a brief discussion of an ablation study, 
analyzing the effects of the network structure of the model 
on lesion segmentation performance. 

SPECT lesion imaging presents several challenges due to 
its low resolution, leading to blurry contours, and a significant 
disparity between large background areas and small foreground 
regions. The lesions themselves vary greatly in size, location, 
and shape, and the radiotracer uptake varies across different 
skeletal sites, causing variability in radiometric values. These 
factors result in issues such as extensive background areas, 
small foreground regions, varied lesion shapes and sizes, 

unclear contours, and inconspicuous hotspots in BMs.
To address these challenges, our proposed model follows 

an encoder-decoder architecture to learn hierarchical 
features from the scintigrams. This structure is particularly 
effective for handling the significant size disparity between 
the large background and small foreground regions. The 
encoder progressively reduces the spatial dimensions 
of feature maps while increasing their depth, capturing 
essential information and high-level semantics. The decoder 
then reconstructs these down-sampled images through 
up-sampling, gradually restoring the feature maps to the 
original input image’s spatial dimensions and generating 
precise segmentation boundaries. 

To enhance the model’s ability to recognize lesions of 
varying sizes, locations, shapes, and radiometric values, we 
incorporate a multi-scale feature learning strategy and a 
multi-pooling learning strategy. The multi-scale learning 
blocks in each layer use convolutional kernels of different 
sizes to capture both local details and global information. 
The multi-pooling learning strategy processes features 
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Figure 8 An illustration of segmentation results by existing models and our model with yellow and red curves denoting ground truth and 
model prediction respectively.
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Our model segmentation

through multiple pooling layers of different scales during 
the first down-sampling, which is crucial for retaining 
critical information and capturing both global and local 
features of lesions.

At the model’s bottom layer, we employ a multi-attention 
mechanism, including non-local attention and ViT. Non-
local attention establishes relationships between any two 
positions in the image to capture global features, enhancing 
boundary clarity and making inconspicuous lesion areas 
more prominent. ViT treats the image as a series of patches, 
using self-attention to process relationships between these 
patches and capture global contextual information.

These strategies collectively improve the model’s 
performance by ensuring it captures comprehensive and 
detailed features necessary for accurate lesion segmentation. 
The combination of multi-scale learning, multi-pooling, 

and multi-attention mechanisms allows the model to 
effectively handle the complex and variable nature of BM 
lesions in SPECT images.

The main contribution of this paper can be summarized 
as follows: 
	 Comprehensive analysis: we conduct an in-depth 

analysis of SPECT bone scintigraphy to gain deeper 
insights into the characteristics of BM. This analysis 
enables us to establish a mapping from size-varied, 
location-random lesions to the network configuration 
of our proposed model. 

	 Proposed segmentation model: we propose a 
CNN-based segmentation model that integrates 
multi-attention and multi-scale feature learning 
schemes. This integration significantly enhances the 
performance of automated segmentation. 
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	 Experimental validation: we conduct extensive 
experiments, including ablation studies on clinical 
data of SPECT bone scintigraphy. These experiments 
demonstrate the usefulness and effectiveness of the 
proposed model.

As illustrated in Figure 1, we use multi-attention and 
multi-scale learning to improve the ability of the model 
to learn features of BM lesions. To examine how these 
aspects affect the segmentation performance, we provide 
experimental results of ablation studies in Table 7.

We can observe from the results in Table 7 that the best 
performance is achieved when both multi-attention and 
multi-scale learning schemes are used simultaneously. 

In Figure 9, we present two cases of SPECT BM 
scintigrams to illustrate the impact of our strategy on 
extracting image features through multi-attention and 
multi-scale learning. Feature maps from different layers are 
displayed for the following cases:
	 Case #1: patient with metastasis in the temporoparietal 

bones, thoracic, lumbar, and sacral vertebrae, ribs, 
bilateral iliac bones, and acetabulum.

	 Case #2: patient with metastasis in the cervical spine, 
lumbar spine, proximal radial ulnar joint, ribs, and 
iliac acetabulum.

Two observations can be made from the visual presentations 
of the extracted feature maps in Figure 9. First, the skeleton 
outline that indicates the foreground of an image has been 
greatly enhanced against the background. This enables 
the segmentation model to exclusively focus on learning 
more useful information from the images. Second, the 
regions of interest that represent the hotspots have been 
remarkably highlighted against the skeleton. This facilitates 
the segmentation model by paying more attention to the 
lesion areas in the images. These two points demonstrate 
the usefulness and validity of the multi-attention and multi-
scale learning used in the proposed segmentation model. 

To demonstrate the clinical value of our model, we 
present its application in lesion detection. The model can 
accurately identify and delineate BM lesions, providing 
clinicians with a powerful tool to enhance diagnostic 
accuracy and efficiency. This is particularly significant for 
the early detection and treatment of BM lesions.

As depicted in Figure 2, the multi-scale learning module 
uses several kernels with various sizes to help the model 
focus on size-varied lesions. The experimental results 
reported in Table 8 show the reasonableness of using 1×1, 
3×3, 5×5 kernels.

The reason we chose three types of kernel sizes is derived 

from a statistical analysis of the sizes of actual BM lesions, 
as depicted in Figure 10.

The statistics in Figure 10 reveal that most BM lesions 
range in size from 6 to 16 cm. This wide range of lesion sizes 
necessitates the use of kernel sizes. Therefore, employing 
1×1, 3×3 and 5×5, kernels achieves better performance than 
the other configurations as shown in Table 8.

We conducted comparative experiments to assess the 
impact of multi-scale learning on our model’s performance. 
Figure 11 presents the comparative graphs, clearly illustrating 
the benefits of incorporating a multiscale learning strategy.

The results demonstrate that lesions of varying shapes 
and sizes are significantly better detected when multi-
scale learning is applied. This improvement underscores 
the importance of multi-scale learning in achieving more 
accurate and robust segmentation outcomes. Specifically, 
before applying multi-scale training, the model performed 
poorly in detecting lesions on the spine and ribs. However, 
after incorporating the multi-scale strategy, the detection of 
lesions in these areas improved significantly. Additionally, 
before incorporating the multi-scale strategy, the model 
could effectively identify lesions in high-intensity regions 
but struggled to detect lesions that had minimal color 
contrast with adjacent areas or the overall region. Our 
multi-scale strategy effectively addressed this issue, enabling 
the model to more accurately identify lesions of varying 
intensity and location.

Two cases depicted in Figure 12 further show that the 
proposed segmentation model using a multi-scale learning 
strategy can accurately identify and delineate the size-varied 
lesions that are often located randomly.

As shown in Figure 13, we present a case illustrating how 
our model assists nuclear medicine doctors in diagnosis. 
When a patient undergoes imaging, our model can aid 
in diagnosis by providing accurate segmentation results, 
allowing doctors to make quick assessments based on the 
model’s output. This is particularly beneficial for detecting 
lesions of varying locations, sizes, and intensities.

In scenarios where the original model’s performance is 
suboptimal, an advanced or experienced doctor is typically 
required to reassess or recommend additional imaging 
to achieve a conclusive diagnosis, which increases costs. 
However, our model addresses these issues effectively.

Firstly, the enhanced accuracy of our model aids 
physicians in the diagnostic process by reducing the need 
for specialist consultations and repeated procedures, thereby 
lowering overall diagnostic costs and increasing efficiency. 
Additionally, it provides robust support in cases of unclear 
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Figure 9 Effect of multi-attention and multi-scale learning on extracting features from SPECT bone scintigrams, displaying feature maps from 
different layers using samples from two lung cancer patients with BM. Case #1: patient with metastasis in the temporoparietal bones, thoracic, 
lumbar, and sacral vertebrae, ribs, bilateral iliac bones, and acetabulum. Case #2: patient with metastasis in the cervical spine, lumbar spine, 
proximal radial ulnar joint, ribs, and iliac acetabulum. SPECT, single photon emission computed tomography; BM, bone metastasis.

lesion positions, which improves diagnostic accuracy and 
efficiency, and enhances patient management strategies.

Moreover, the ability to effectively segment subtle 
lesions with low visibility during initial examinations is 
another significant benefit. This improved segmentation 

accuracy facilitates earlier intervention, timely treatment 
adjustments, and personalized care plans, all of which 
contribute to better patient outcomes and quality of life.

Furthermore, the integration of our model into clinical 
workflows streamlines patient care management. It enables 
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more effective prioritization of treatment plans, efficient 
resource allocation, and reduces the burden on healthcare 
systems. This results in better coordination among medical 

teams, more informed decision-making, and a higher 
standard of patient care.

Overall, these improvements underscore the clinical 
relevance of our work, offering substantial benefits in terms 
of cost efficiency, diagnostic accuracy, and patient care 
management.

In “Multi-pooling learning strategy”, we mentioned 
that the proposed segmentation model employs four 
types of poolings with the sizes of 1×1, 2×2, 4×4 and 8×8. 
The rationale behind this choice is elucidated, where we 
showcase the experimental performance that led to this 
decision, as demonstrated in Figure 14.

The use of pooling sizes 1×1, 2×2, 4×4 and 8×8 resulted 
in the best performance in terms of the DSC metric, 
achieving increased scores of 3.10% and 1.55% compared 
to the other two configurations. 

The original dataset was supplemented with images 
of patients without BM for the experiment, and the final 
dataset used is shown in Table 9.

The experimental results by comparing the above data 
with the original data on the U-Net model are shown as 
follows.

As detailed in Table 10, our experiments involve manipulating 
non-bone transfer parts. This entailed isolating the BM 
regions and introducing non-BM areas. These experiments 
revealed that including non-BM images had a negative 
impact on overall segmentation performance and doubled 
the computation time. Our primary goal is to precisely 
segment lesions from diseased images to aid medical 

Table 8 The experimental results of the multi-scale learning 
module with various sizes of kernels

Kernel size of multi-
scale learning module

DSC Recall Precision Time

1×1, 3×3 0.6461 0.6466 0.6472 46 min

1×1, 3×3, 5×5 0.6720 0.6671 0.6771 1 h + 3 min 

1×1, 3×3, 5×5, 7×7 0.6380 0.6216 0.6555 52 min

DSC, dice similarity coefficient.

Figure 10 Statistical analysis of the sizes of the true BM lesions 
in the SPECT bone scintigrams with a pixel distance of 2.26 mm. 
BM, bone metastasis; SPECT, single photon emission computed 
tomography.
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Figure 12 Visual comparison of the segmented lesions (red curves) by the models against the ground truth (yellow curves) manually labelled 
by nuclear medicine physicians.

Case #1 Case #2

Figure 13 Workflow diagram of diagnosis in medical practice by using the proposed model.
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Figure 14 Comparative analysis of segmentation performance when the model uses mutli-poolings with different sizes. DSC, dice similarity 
coefficient.
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professionals. Due to the potentially adverse effects of non-
disease images on results and the significant increase in 
training time, we opted to focus solely on BM lesion images 
for segmentation.

In our experiments, we included non-disease images and 
observed that these images indeed interfere with the overall 
segmentation performance and double the computation 
time. However, our primary objective is to accurately 
segment lesions from diseased images to aid clinicians. 
Given the potential adverse impact of non-disease images 
on the results and the doubled training time, we conducted 
the segmentation using only BM lesion images.

Conclusions

In this section, we summarize the outcomes of our 
experiments, and address both the limitations and potential 
future directions for this study. The following discussion 
is structured around two key aspects: (I) interpretation of 
experiments, and (II) limitations and future directions.

Interpretation of experiments

This study has explored the automated segmentation of BM 
lesions in SPECT bone scintigrams through the development 
of a CNN-based segmentation model. We introduced our 

proposed model, detailing its network structure and key 
components. Through experimental evaluations using clinical 
data, we compared our model with classical CNN-based 
models and achieved an unprecedented DSC score of 0.6720, 
demonstrating its superior performance. Furthermore, we 
conducted a thorough ablation study to dissect the strengths 
and weaknesses of our proposed model.

Limitations and future directions

While our model has demonstrated competitive performance, 
some inherent challenges remain. One primary limitation is 
the processing time required to handle large original images 
(1,024×256). Although dividing these images into smaller 
segments can reduce the processing time per segment, the 
increased number of segments still results in a prolonged 
overall processing time. Additionally, our model’s relatively 
high complexity contributes to a longer runtime compared to 
other models. However, this complexity enables our model 
to achieve superior segmentation performance: compared to 
bone scan-specific models (32), our model outperforms them 
in DSC, Precision, and Recall by 5.7%, 5.3%, and 2.9%, 
respectively.

For future work, we plan to optimize the segmentation 
strategy and explore more efficient model architectures 
to further reduce the overall training and inference 
time. We will also investigate lower-parameter and more 
computationally efficient versions of the model to maintain 
segmentation performance while reducing complexity. 
Additionally, we aim to incorporate human domain 
knowledge to refine feature extraction from imaging data 
further. These efforts will advance automated segmentation 
technology in medical imaging, ultimately providing more 
efficient and accurate support for clinical diagnosis and 
treatment planning.
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