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ABSTRACT: Hybrid quantum mechanical−molecular mechanical (QM/
MM) simulations are widely used in studies of enzymatic catalysis. Until
recently, it has been cost prohibitive to determine the asymptotic limit of key
energetic and structural properties with respect to increasingly large QM
regions. Leveraging recent advances in electronic structure efficiency and
accuracy, we investigate catalytic properties in catechol O-methyltransferase, a
prototypical methyltransferase critical to human health. Using QM regions
ranging in size from reactants-only (64 atoms) to nearly one-third of the entire
protein (940 atoms), we show that properties such as the activation energy
approach within chemical accuracy of the large-QM asymptotic limits rather
slowly, requiring approximately 500−600 atoms if the QM residues are chosen
simply by distance from the substrate. This slow approach to asymptotic limit is due to charge transfer from protein residues to
the reacting substrates. Our large QM/MM calculations enable identification of charge separation for fragments in the transition
state as a key component of enzymatic methyl transfer rate enhancement. We introduce charge shift analysis that reveals the
minimum number of protein residues (approximately 11−16 residues or 200−300 atoms for COMT) needed for quantitative
agreement with large-QM simulations. The identified residues are not those that would be typically selected using criteria such as
chemical intuition or proximity. These results provide a recipe for a more careful determination of QM region sizes in future
QM/MM studies of enzymes.

1. INTRODUCTION

A firm understanding of how enzymes facilitate chemical
reactions is key for designing molecular catalysts1 and novel
enzymes.2 Atomistic simulations of enzymes3 can provide
valuable insight by distinguishing rate enhancements due to
static, local transition-state stabilization4 from more nonlocal
effects.5 However, there remains considerable uncertainty
regarding the role of the greater protein.6−10 Enzyme
simulation requires a balance of sufficient accuracy to describe
chemical rearrangements and catalytic enhancement with low
computational cost to enable extensive sampling. Typically, this
balance is achieved through a multilevel approach,11−17 wherein
the region of primary interest is treated quantum mechanically
(QM), while the surrounding portion of the enzyme is
described with an empirical molecular mechanics (MM)
model. Largely because of computational limitations, typical
QM region sizes (i.e., ligands and a few direct residues) are on
the order of tens of atoms.18−20 There has been much
work17,21−30 to minimize QM/MM boundary effects that might
be of concern with small QM regions and to evaluate31 how
advanced, i.e., polarizable,32,33 force field treatments may
improve QM/MM descriptions. However, the requirement to
treat crucial34,35 charge transfer across the QM/MM boundary
indicates that boundary-effect minimization and force field

adjustment may be insufficient to address the shortcomings of
small QM/MM calculations.
Recent advances34,36−43 in computational efficiency enable

fully ab initio, quantum chemical simulation of polypeptides36

as well as QM/MM treatments of enzymes using ab initio QM
methods with large (more than 100 atoms) QM regions. At the
same time, advances in the accurate treatment of exchange
within range-separated hybrids in density functional theory
(DFT) have led to first-principles methods that can reach
quantitative agreement with experiment even for nonreactive
problems where carefully fit force fields were once thought to
be superior (e.g., in properties of water44). Despite these
advances, studies of the extent to which quantum effects (e.g.,
due to polarization or charge transfer) are relevant in enzyme
catalysis beyond a small active site region have largely been
restricted to semiempirical QM/MM methods due to computa-
tional cost.45,46 Thus far, ab initio QM/MM convergence
studies have reported disappointingly slow approach to
asymptotic limits for NMR shieldings,47,48 solvation effects,49

barrier heights,50,51 excitation energies,52 partial charges,53 and
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redox potentials.54 Computational considerations have re-
stricted these studies to (i) focus on convergence properties
in the context of single point energies of one or few
structures41,47,48,55 and (ii) employ local,53 semilocal,50,56−59

or global hybrid48,54 exchange correlation (xc) functionals in
DFT. Although it has been possible to carry out one-shot,
single point energies of very large systems for some time,60−66

systematic transition state determination and intermediate
geometry optimization, which can require thousands of such
single point energies, have been addressed in very few50,56 QM/
MM convergence studies. Additionally, all but one52 of these
studies have been carried out with DFT xc functionals that lack
asymptotically correct exchange, producing well-known er-
rors67−71 in energetics68,72−76 that likely increase with system
size. Thus, the extent to which slow QM/MM region
convergence is a consequence of errors in the xc approximation
versus the result of an increasingly complete treatment of the
chemical environment is still unknown.
In this work, we harness recent advances in computational

efficiency with asymptotically correct DFT xc functionals to
investigate the convergence of key catalytic properties with
increasing QM region size using the model system, catechol O-
methyltransferase (COMT).77 COMT regulates neurotrans-
mitters in the human body by transferring a methyl group of S-
adenosyl-L-methionine (SAM) to deprotonated catechol-
amines78 such as dopamine. Methyl transfer is a critical
reaction for human health both in neurotransmitter regulation
by COMT and in the related DNA methyltransferases79,80 that
regulate gene expression. Unlike in the metalloenzymes that
have been the near-exclusive focus of previous QM/MM
convergence studies,50,54,56−59 the reacting substrates in
COMT are not covalently bound to the protein. Thus,
COMT represents a unique opportunity to decouple boundary
effects on QM/MM convergence from effects due to
increasingly complete treatments of charge transfer and
polarization.
All available COMT crystal structures indicate an unusually

short SAM C to catecholate O nonbonded distance of
2.45−2.8 Å, in disagreement with classical molecular dynamics
simulation81,82 and most previous QM/MM simulations7,83,84

which were limited to small QM regions. The crystal structure
also indicates strong bidentate coordination of catecholate to an
active site Mg2+ that is known from biochemical observations to
be essential77,85 for COMT function. However, previous QM/
MM simulations have predominantly indicated a preference for
weaker monodentate86−88 or no coordination7,84 between Mg2+

and catecholate. One possible cause for these discrepancies is
the frequent exclusion of Mg2+ from the QM region.
Thus, COMT provides (i) a valuable test case for enlarging

present understanding of region-size sensitivity in QM/MM
simulations and (ii) a representative model enzyme for which
electrostatics and charge transfer are expected to be
mechanistically critical but are still not well understood. In
this work, we systematically determine how properties of
reacting substrates at the active site of COMT such as
energetics, partial charges, and structural properties approach
asymptotic limits with increasingly expansive quantum
mechanical descriptions in QM/MM simulations. This allows
us to address both methodological questions about QM region
sizes in QM/MM and mechanistic questions about COMT
reactivity. The outline of the rest of this work is as follows. In
section 2, we summarize the computational details, and in
section 3, we outline our QM/MM convergence approach. In

section 4, we present results and discussion on (i) the
convergence of key properties with increasingly large QM/MM
models, (ii) mechanistic insight afforded by large QM/MM
models, and (iii) an approach for systematic determination of
atom-economical QM regions in QM/MM calculations. Finally,
in section 5, we provide our conclusions.

2. COMPUTATIONAL DETAILS
Our simulation preparation starts from the crystal structure of
the soluble, human form of COMT89 (PDB code 3BWM,
structure shown in Figure 1), which has been solved in the

presence of a dinitrocatecholate (DNC) inhibitor. Six residues
at the C terminus and one residue at the N terminus of the
protein are unresolved in the crystal structure, producing a 214-
residue, 3419-atom model, where the first and last resolved
residues were treated as the N and C termini, respectively,
during preparation by the tleap utility. We converted DNC to a
catecholate anion (CAT) substrate in the COMT structure by
removing the nitro groups, and we preserved three resolved
buried water molecules (of 110 total crystal waters resolved in
3BWM, the remainder of which were adjacent to the external
surface of the protein) near the catalytically relevant Mg2+ ion
(HOH411, HOH402, and HOH403 in 3BWM). All other
external water molecules were later replaced during solvation of
the complete protein. The protein was protonated using the
H++ Web server,90−92 assuming a pH of 7.0, which yielded a
holoenzyme net charge of −6. Neutralizing Na+ charges were
added using the AMBER tleap program.93 Counterions
introduced to produce a neutral simulation cell were always
treated with the force field. Generalized Amber force field
(GAFF) parameters were determined for both SAM and
catecholate using the Antechamber code in AMBER for use
alongside the ff12SB force field for the rest of the protein in
MM simulations.93 For MM simulations, a truncated
octahedron with 15 Å buffer of water from the edge of the
protein before NPT equilibration was employed with periodic
boundary conditions.
Prior to QM/MM simulations, a well-equilibrated MM

structure was obtained as follows: (i) 1000 constrained-protein
(i.e., only solvent and ions are minimized while the protein is
held fixed) and 1000 free-protein minimization steps (i.e.,
everything in the system is minimized), (ii) 20 ps quick NVT
heating to 300 K, (iii) 5 ns NPT equilibration (p = 1 bar, T =

Figure 1. COMT protein with active site features highlighted. The
reactants (SAM and catechol) are shown in green and purple,
respectively, as well as an Mg2+ ion in magenta and five key residues
identified from experiments (orange).
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300 K), and (iv) 100 ns of NVE production runs. A
representative snapshot was selected from the MM production
run by choosing a random structure with C−O distance equal
to the mode of the C−O SAM−catechol distance distribution
(∼3.11 Å)82 for subsequent AMBER-driven QM/MM
geometry optimizations and nudged elastic band94 calculations.
For all QM/MM simulations, we used the TeraChem

package95 for the QM portion and AMBER 1293 for the MM
component. The QM region is modeled with DFT using the
range-separated exchange−correlation functional ωPBEh96 (ω
= 0.2 bohr−1) with the 6-31g97 basis set, a combination we have
previously benchmarked for protein structure.36 In the QM/
MM calculations, an aperiodic spherical droplet was extracted
from the production MM results by selecting the largest radius
(at least 10 Å of solvent) that could be inscribed in the
truncated octahedron using the center of mass utility in
PyMOL.98 Comparisons to results obtained by directly starting
QM/MM calculations from the crystal structure geometry are
provided in the Supporting Information. Voronoi deformation
density (VDD) charges99 were chosen to assess intersubstrate
and substrate−protein charge transfer due to their relatively low
basis set sensitivity.99

3. APPROACH

QM regions were obtained by starting from a model that
consisted of only SAM and catecholate substrates and
identifying residues that were within increasing cutoff distances
from these reactants. We chose a total of 10 QM region sizes
for QM/MM calculations ranging from the reactants-only
(including the Mg2+ ion) model 1 (64 atoms and 0 protein
residues in the QM region) to a largest model 10 consisting of
940 atoms (reactants and 56 protein residues in the QM
region) (Table 1). Regions were chosen by sequentially
increasing the cutoff distance at values of 0.00, 1.75, 2.00,
2.25, 2.50, 2.75, 3.00, 5.00, 6.00, and 7.00 Å from any atom in a
residue to any atom in either SAM or catecholate, as
determined using determined using distance functions in
PyMOL98 on the crystal structure (Figure 2). These distance
cutoffs were chosen to obtain region sizes that differed by
around five residues in size for the small to midsized QM
regions (the list of residues in each QM region is provided in
Supporting Information Table S1). In the two largest regions,
two charged residues (D150 and D205) were excluded despite
satisfying the distance cutoffs in order to obtain a QM region
with a net charge of −1 rather than −3, avoiding challenges for

DFT with highly charged anionic systems.100−102 Notably,
D150 and D205 were not covalently bound to any other
residues in the QM region, and their exclusion thus reduced the
number of covalent bonds spanning the QM/MM boundary
from 32 to 28. The charge for each QM region, including
contributions from both residue protonation state and substrate
charge states, ranges from a net charge of +2 for the minimal
QM model 1 up to −1 for the largest model 10 (Table 1).
The range of sampled QM regions was chosen in part in

order to study the effect of incrementally incorporating residues
that complete the Mg2+ coordination sphere (axial water, D141,
D169, and N170) or were observed experimentally to have a
significant role on catalytic efficiency (E6, W38, Y68, W143,
and K144; see Figure 1).9 Some of these experimentally
identified residues may contribute more directly to dynamic
effects and structural stability (e.g., the W38 and W143
“gatekeeper”78 residues that are believed to facilitate substrate
binding), whereas our geometry optimizations and reaction
pathway analysis should identify residues with the largest
electrostatic effect. The Mg2+ coordination sphere residues are
sequentially incorporated: D141 into model 3 and larger, N170
in model 5 and larger, and D169 in model 8 and larger. Of the
experimentally relevant residues, models 2 and 3 include only
K144, models 4 and 5 incorporate also Y68, and models 6 and
7 further include W38 and W143 in the QM region. Only the
largest models (8−10) incorporate E6, which forms a hydrogen
bond with the SAM-proximal residue Y68. Additionally, up to
three water molecules resolved in the active site crystal
structure were included in the QM region size sequentially as
one water molecule in models 2−4, two water molecules in
model 5, and all three water molecules in models 6 and larger.
None of the external water molecules solvating the protein
were included in the QM region, even if they fell within the
radial distance cutoff (e.g., for the largest models).

Table 1. Summary of QM Regions Studied in This Worka

region radius (Å) no. residues no. QM atoms no. link atoms total atoms QM charge min[d(link−COM)] (Å) nlink < 8 Å

1 0.00 0 64 0 64 +2
2 1.75 3 120 6 126 +2 6.9 1
3 2.00 7 172 14 186 0 5.3 3
4 2.25 13 268 20 288 0 6.7 7
5 2.50 19 387 26 413 +1 6.0 9
6 2.75 22 448 24 472 +1 5.5 7
7 3.00 26 497 24 521 +1 7.5 5
8 5.00 34 600 32 632 −1 7.5 4
9 6.00 43 738 28 766 −1 7.5 2
10 7.00 56 940 28 968 −1 10.0 0

aQuantities include the model number, radius of the cut used to define the region, number of nonsubstrate or cofactor residues, number of QM
atoms, number of link atoms, total number of atoms in the QM calculation (link atoms plus QM atoms), charge assigned to the QM region, the
minimum distance between the central reacting atoms (S, C, O) center of mass (COM) and the closest link atom(min[d(link−COM)]), and the
number of link atoms within 8 Å (nlink < 8 Å) of the COM.

Figure 2. QM regions shown for models 1 (64 atoms, 0 residues), 7
(496 atoms, 26 residues), and 10 (940 atoms, 56 residues) with QM
atoms shown in green stick representation.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b07814
J. Phys. Chem. B 2016, 120, 11381−11394

11383

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.6b07814/suppl_file/jp6b07814_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.6b07814/suppl_file/jp6b07814_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcb.6b07814


Although most previous QM/MM convergence studies have
focused on radial increases in QM region size around an active
site,55,57−59 some alternative schemes have been recently
suggested for constructing large QM regions including (i)
chemical motivation (e.g., hydrogen bonding interactions and
close contacts),54 (ii) free energy perturbation analysis,56 or
(iii) charge deletion analysis.50 A motivating factor for radial
QM region selection is to avoid biasing QM region choice by
incomplete chemical intuition. By sequentially incorporating
electronic structure effects from increasingly remote residues,
we may identify whether a quantum mechanical treatment of
these residues is required or if a force field description is
sufficient. We will also later show that our largest QM region
results may be analyzed to determine which residues participate
in charge transfer events along the reaction coordinate,
permitting identification of the fewest number of QM residues
needed for converged QM/MM properties.
The final questions pertain to the choice of xc functional and

basis set to be used. There is now ample evidence that many
commonly used xc functionals are poorly suited to large
quantum mechanical regions. For example, closure of the
highest-occupied/lowest-unoccupied molecular orbital
(HOMO−LUMO) gap using semilocal and global hybrid xc
functionals has been observed in numerous insulating systems
such as polypeptides, proteins, and solvated mole-
cules.40,103−105 Extending these previous observations, we find
that the QM/MM HOMO−LUMO gap for COMT obtained
with global hybrids (e.g., B3LYP106−108) closes for QM regions
13 residues and larger (model 4, see Supporting Information
Figure S1). Since a constant 4 eV gap is maintained for all
larger models with ωPBEh,96 all simulations in this work use
this range-separated hybrid (ω = 0.2 bohr−1). Regarding basis
set, despite recent advances in both hardware and electronic
structure methodology, complete basis set limit calculations at
the system sizes studied in this work are still well beyond
current capabilities. In order to circumvent this limitation, we
select a modest 6-31G basis set that has previously been
demonstrated to provide good relative energetics and structural
properties in protein structure,36 and we again focus here on
relative energetic and structural properties.

4. RESULTS AND DISCUSSION
4a. QM/MM Convergence of ES Complex Properties.

We now consider the convergence of properties that underlie
enzyme catalysis in catechol O-methyltransferase with increas-
ing QM region size in QM/MM simulations. Numerous crystal
structures of COMT89,109−114 have highlighted unusually short
SAM methyl to catecholate oxygen (C−O) distances of
approximately 2.45−2.8 Å in the reactant enzyme−substrate
(ES) complex. We carried out structural optimizations, in each
case starting from the same 3.11 Å C−O distance well-
equilibrated MM structure (see Computational Details) across
our 10 different QM region models. We observe significant
shortening of the C−O distances over observed values in
solution115 or classical MD,81,82 particularly when more
residues are introduced into the QM region (Figure 3). In
total, C−O distances are reduced by around 0.3 Å with
increasing QM region size, from about 3.15 Å in the reactants-
only model 1 to 2.85 Å in the largest model 10 with
comparable results for model 7 (∼500 atoms, 26 residues; a full
list is provided in Supporting Information Table S1) and larger.
Similar distance reduction is observed for structural optimiza-
tions starting from the crystal structure, with distances as short

as 2.65 Å favored in the largest QM models (see Supporting
Information Figure S2). Differences in results for the two
geometry optimizations are likely due to differences in protein
structure favored by the MD simulations and the solved X-ray
crystal structures, respectively, but the trends are comparable.
This reduced distance is consistent with shortened distances in
a number of COMT crystal structures89,110,113 and is at
variance with previous predictions from classical MD treat-
ments81,82 or quantum mechanical studies with restricted QM
regions.7,83,84

It is often thought that the accuracy of a given choice for the
QM/MM boundary might be affected by the charge state of the
QM region (with charge neutrality being preferred) and/or the
number of covalent bond cuts connecting the QM and MM
regions. In the present work, we do not find a high degree of
correlation between these characteristics of the QM region and
the accuracy of the resulting QM/MM treatment. For example,
changes in the net charge of the QM region cannot explain the
variation in distance: the charge differs between models 2 and 3
(from +2 to 0) but the C−O distance continues to decrease for
models 5 and 6 where the net charge is 1. In order to assess
boundary effects, we computed the minimum distance
(min[d(link−COM)]) between any link atom and the center
of mass (COM) of central SAM (S, C) and catecholate (O)
atoms. For all intermediate regions 2-6, min[d(link−COM)]
values range from 5.3 Å in model 3 to 6.9 Å in 2, and this
distance increases to 7.5−10.0 Å for the largest models (Table
1). Overall, the proximity of a link atom does not correlate with
the distance changes. The largest total number of link atoms
closer than 8 Å to the COM (nlink) is 9 for region 5, but the
optimal C−O distance obtained for this region is in reasonable
agreement with the asymptotic limit obtained in larger QM
regions. Thus, these results suggest that incorporating more
atoms into the QM region does not simply dampen a size or
boundary effect. In fact, COMT represents a special case
because boundary effects from cutting through covalent bonds
in QM/MM regions17 should be the smallest in the reactants-
only model where there are no covalent bonds spanning the
QM/MM boundary, and the large reactant size means that
most nonminimal model boundaries are distant from the
reacting atoms’ COM. Here, our results suggest that specific
effects on charge density and polarization of the reactants are
only converged when a number of remote residues are treated
more flexibly (i.e., quantum mechanically).

Figure 3. Dependence of reactant distances in the protein (distance
from transferring methyl carbon of SAM to acceptor oxygen of
catecholate) on QM region size. QM region sizes are reported in terms
of the number of protein residues included in each QM region from
reactants-only (0 residues, 64 atoms) to a 7 Å radius around the
reactants (56 residues, 940 atoms). Inset shows the orientation of the
methyl donor and acceptor.
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As a metric for differences in the substrate electronic
structure as QM region size is increased, we evaluated VDD
partial charges for these same optimized ES complexes. In
isolation, catecholate (CAT) is a singly charged anion; SAM is
positively charged with a S+−CH3 moiety as well as a positively
charged NH3

+ proximal to a negatively charged terminal
carboxylate (see Figure 4 inset). In the smallest model 1, SAM,

CAT, and Mg2+ (i.e., the entire quantum region) are assigned a
total charge of +2, whereas the charge constraint on the active
site is relaxed in larger models. The total charge of the SAM
and CAT moieties (determined by summing partial VDD
charges for atoms in SAM and CAT) slowly approach an
asymptotic limit with increasing QM region size (Figure 4)
consistent with previous observations for the C−O distance
(see Figure 3). SAM partial charges are not monotonic, at first
increasing to as much as +1.2 e for model 2 from +1.0 e for
model 1 and then rapidly decreasing to +0.2 e in model 3
followed by a slow increase to an asymptotic limit around +0.4
e for model 7 (26 residues, ∼500 atoms) and larger.
The overall change in charge with QM region size appears to

be mediated by charge transfer between the SAM carboxylate
and neighboring hydrogen bonding residues (e.g., E90, S72,
S119, and H142) that are treated quantum mechanically only in
models 3−5 and larger (see section 4d). This environment
stabilizes the donating sulfur, coinciding with an elongation in
the S+−CH3 bond by about 0.1 Å. For catecholate, the partial
charge changes monotonically with growing QM region size,
increasing from −0.25 e in the minimal model 1 to an
asymptotic limit of around −0.75 e. The increased negative
charge on catecholate, as mediated by the surrounding protein
environment, would increase electrostatic attraction to the
positively charged SAM methyl group and thus promote C−O
distance reductions in larger QM models. Overall, our results
suggest that the fundamental electronic structure description of
the reactants is altered when surrounded by a quantum
mechanically described protein environment rather than an
MM point charge description. The implication of charge
transfer also suggests that polarizable force fields would not
substantially reduce QM region sensitivity, consistent with
some recent observations for polarizable embedding in QM/
MM.31

4b. Reaction-Coordinate Dependence of QM Region
Convergence. We have shown that the description of the ES
complex changes substantially when we increase QM region
size. The evolution in electronic structure properties of
reactants with increasing quantum mechanical treatment of
the protein environment suggests that reactivity may also be
modified. In order to confirm this hypothesis, we consider how
activation energies and reaction energetics for the rate
determining methyl transfer step in COMT vary with
increasing QM region size (Figure 5). Methyl transfer

activation energies (Ea) decrease nearly monotonically from
24 kcal/mol in the minimal model 1 to an asymptotic limit of
16 kcal/mol once 26−30 or more protein residues are included
in the QM region. This behavior is similar to the QM region
size dependence of C−O distance and CAT/SAM charge
shown in Figures 3 and 4. Although we have not incorporated
entropic effects here to give a direct comparison to the ΔG⧧

(=18 kcal/mol)116 obtained from experiments (kcat ≈ 24/
min),9,116 we would expect the enthalpic barrier to be slightly
lower. Thus, we obtain near-quantitative agreement of large-
scale QM/MM methyl transfer barriers obtained with range-
separated hybrids without need for ad hoc corrections, e.g., due
to the use of semiempirical7 or semilocal exchange−correlation
functionals.117 More importantly than quantitative agreement
alone that may be sensitive to basis set choice, important
qualitative changes are observed. As the QM region size is
increased, the reduction in reactant distances and charge
adjustment on the ES complex increases the similarity in the TS
and ES structures and reduces the reaction barrier.
The methyl transfer reaction enthalpy (ΔERxn) also changes

nearly monotonically with increasing QM region size (Figure 5,
upper panel), corresponding to increasingly favorable reaction
energetics as the QM region is enlarged. Variations in the
number of covalent cuts at the boundary or the overall charge
of the QM region appear to have little effect and do not
correlate with changes in activation energy or reaction energy

Figure 4. Dependence of partial charges for reactants on QM region
size. Charges on SAM (blue circles, blue structure) and catecholate
(CAT, red squares, red structure) are compared with the values
indicated on left and right y-axes, respectively. The scale of the y-axis is
the same for SAM and CAT, but the charges are of opposite sign
(positive for SAM and negative for CAT).

Figure 5. Dependence of methyl transfer reaction enthalpy (top) and
activation energy (middle) on QM region size compared to (bottom)
variation in charge of QM region (red squares) and number of
covalent cuts in QM region (green diamonds) with increasing region
size.
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(Figure 5, lower panel). The minimal model reaction energy is
predicted to be weakly endothermic, consistent with previous
smaller QM region QM/MM results86,117,118 on COMT.
Instead, the asymptotic limit ΔERxn = −11 to −12 kcal/mol
is reached at around model 6 (22 residues). The under-
estimation of reaction favorability with small QM regions can
likely be ascribed to Mg2+ coordination: as bidentate
catecholate is methylated, its strength as a chelator to Mg2+ is
weakened. For the small QM regions, Mg2+ coordination is
mixed between QM and MM residues, with the stabilization by
pure MM residue coordination likely insufficient with respect to
QM residues because it does not allow for charge transfer.
Therefore the effect of weakening coordination during
methylation is overestimated in smaller QM region models.
QM region size impacts both quantitative predictions and
qualitative aspects of the COMT methyl transfer mechanism.
Currently, free energy barriers computed on the largest QM
region sizes studied in this work (approximately 600−1000
atoms) are prohibitive, but we expect that the smaller overall
magnitude of entropic contributions to the QM region barrier
means that the entropic difference for differing region sizes is
likely a substantially smaller contribution than the 8 and 20
kcal/mol differences observed for the activation energy and
reaction enthalpy, respectively, from the smallest to the largest
QM model.
Although numerous studies have been carried out in

evaluating how energetics approach their asymptotic limit
with increasingly larger QM-only or QM regions in QM/MM
calculations,50,55−59 none have identified whether geometrical
properties of both the reactants and the transition state (TS)
converge at similar rates with QM region size. Crystal
structures of COMT89,109−114 all feature unusually short C−
O distances, and experimental measurements of kinetic isotope
effects9,82,119 have been suggested by some120 to be indicative
of unusually short C−O or S−O distances in the transition
state as well. Here, we identify the transition state
approximately as the highest energy structure obtained along
the NEB reaction path. In order to compare TS structures for
all QM/MM models, we compare both absolute TS geo-
metrical properties, i.e., (i) the distance of the methyl donor
SAM S to methyl group C, d(S−C), and (ii) the distance of the
methyl acceptor CAT O− to methyl group C, d(C−O), as well
as relative differences between the TS and the ES complex.
Unlike the nonbonded reactant C−O distance (Figure 3), the
TS C−O distance shows nonmonotonic behavior with
increasing QM region size. For QM models 1−3, the C−O
distance reduces significantly from ∼2.0 Å to ∼1.8 Å (Figure
6). At the same time, the S−C distance lengthens (from 2.3 to
2.4 Å), which would lead to identification of a much later
transition state if model 3 were used for mechanistic study. This
trend reverses with first lengthening of C−O distances from
models 3 to 7 leveling off at around 2.1 Å and a shortening of
the S−C distance to about 2.25 Å for the three largest models.
In all cases, d(S−C) is longer than d(C−O) in the TS, but the
difference is largest in small QM models and is reduced for the
larger models. Key relative geometric properties between the
TS and ES complex include SAM S−CAT O− distance
differences,

Δ − = − | − − |d d(S O) (S O) (S O)TS ES (1)

and the lengthening of the S−C bond in the transition state
from its equilibrium value,

Δ − = − | − − |d d(S C) (S C) (S C)TS ES (2)

Recall that ES complex d(C−O) and thus d(S−O) are
monotonically reduced with increasing QM region size (Figure
3). In the TS, the substrate distances, as monitored by d(S−O),
are even shorter. However, the TS geometry is not affected by
QM region enlargement in a manner comparable to the ES
complex. Therefore, the relatively large Δ(S−O) of −0.6 Å in
the smallest model instead levels off around −0.3 Å for QM/
MM models 8−10. That is, large QM treatments impact the TS
geometry less, and the enlargement of the QM region causes
the ES complex structure to become more transition-state-like.
This observation is reinforced by Δ(S−C), which also
decreases from 0.5 Å to under 0.4 Å. Such a result suggests
that the strong dependence of methyl transfer activation
energies on QM region size (Figure 5) arises from a lack of
cancellation of errors between the ES complex and the TS.
These observations reinforce the need to study QM/MM
model convergence at multiple points along the reaction
coordinate, which has only occasionally been carried out.50

Geometric analysis of the ES complex and transition state
(TS) has revealed differences in sensitivity to QM region
definition. Substrate partial charge analysis in the ES complex
(see Figure 4) suggests that QM region sensitivity in COMT is
at least somewhat due to charge transfer between the substrates
and the surrounding protein. At the transition state, the formal
charge on either substrate fragment is likely to be smaller, and
thus we investigate whether the TS partial charges show altered
QM region size sensitivity compared to the ES complex
reactants, R. We quantify the charge transfer from the
substrates to the environment in two ways: (i) the core
substrate partial charge, which is the partial charges summed
over both SAM and catecholate, and (ii) the Mg2+ partial
charge. Together, (i) and (ii) must be equal to +2 for our

Figure 6. Enzyme−substrate complex reactant (R) and transition state
(TS) structures annotated with TS−R Δ(S−C) distance and TS−R
Δ(S−O) distance (left) and S−C or C−O distance (right). (b) S−C
(gray circles) and C−O (red squares) distances with QM region size.
(c) TS−R Δ(S−C) distance (green circles) and TS−R Δ(S−O)
distance (blue diamonds) with QM region size.
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minimal model 1 but could deviate from this idealized value for
larger models. Indeed, as the QM region size is increased, both
TS and R core and Mg2+ partial charges become much more
neutral with net overall charges approaching an asymptotic
limit around −0.20 to 0.25 e for the TS and −0.30 to 0.35 e for
R (Figure 7). The partial charge on Mg2+ (Figure 7)

approaches an asymptotic limit of around 0.3 e even more
slowly at model 8 but in a similar fashion for both R and TS.
This trend in Mg2+ charge appears to be derived from inclusion
of the Mg2+ coordination sphere residues in the QM region.
It is useful to compare whether the difference in the partial

charges in the reactant and transition state, Δq(TS−R),
converge faster than absolute charges alone through cancella-
tion of errors. For the smallest regions 1 and 2, the core
Δq(TS−R) is constrained by limited region size to be nearly
zero, but the TS becomes relatively more positive by up to 0.20
e for intermediate regions 3−5. A loss of 0.1 e from the R core
to the TS is observed for models 7 and larger, consistent with
the slow approach to a constant value observed in properties of
the ES complex alone. The Mg2+ Δq(TS−R) similarly
approaches a constant value at around −0.025 e for model 8
and larger. Although the difference in the R and TS Mg2+

partial charge is small, it does change sign (e.g., from model 4
to model 5), indicating high sensitivity to the surrounding
environment. From either the perspective of the reacting
substrates or Mg2+ cosubstrate, differences in the electronic
environment between the R and TS do not benefit from
cancellation of errors, explaining the slow approach to
asymptotic limits of reaction energetics.
4c. Mechanistic Insight from Large-Scale QM/MM

Reaction Pathway Analysis. Using the large QM region
model 10, we may identify how substrate partial charges evolve
along the methyl transfer reaction coordinate (Figure 8). First,
we approximate the reaction coordinate (Δ) by the difference
in the SAM sulfur methyl donor distance to the methyl carbon
(d(S−C)) and the catecholate oxygen methyl acceptor distance
to the methyl carbon (d(C−O)):

Δ = − − −d d(S C) (C O) (3)

Values of Δ obtained from the model 10 reaction coordinate
are provided in Supporting Information Table S2. In order to
sum charges along this reaction coordinate, we recall that the
methyl group transfers from SAM to catecholate with O-
methylated catechol (OMC) and AdoHomocysteine (AdoHcy)
as the products. Therefore, we subdivide the partial charge on
the methyl group (green open triangles in Figure 8) between
the SAM/AdoHcy (qS) and CAT/OMC (qC) fragments
according to the relative position, i, of the methyl group
along the reaction coordinate, Δ, between reactant (R) and
product (P) states:

= + Δ − Δ
Δ − Δ

⎡
⎣⎢

⎤
⎦⎥q q q

i(P) ( )
(P) (R)

i i i
S AdoHcy CH3 (4)

and

= + Δ − Δ
Δ − Δ

⎡
⎣⎢

⎤
⎦⎥q q q

i( ) (R)
(P) (R)

i i i
C CAT CH3 (5)

These partitioned charges and results from alternative
partitioning schemes are provided in Supporting Information
Table S3. At the highest energy point identified along the
reaction coordinate for model 10, Δ is ∼0.32 Å, close to the
point (Δ = 0.40 Å) where the methyl group partial charge is
equally divided between qS and qC. Analysis of the CAT/OMC
partial charges at the transition state reveals that the methyl
acceptor is still somewhat reactant-like with a negative charge of
around −0.4 e even after including half of the highly partially
charged methyl group (+0.4 e, the unmethylated CAT partial
charges are shown in open circles in Figure 9). Similarly, SAM
partial charges remain weakly positive even at the transition
state (+0.1 e) and are not substantially changed with respect to
the reactant structure.
Considering even further the close-range interaction between

the methyl acceptor on catecholate and the transferring methyl
group, electrostatic attraction between the two species (+0.4 e

Figure 7. (a) Reactant (R) and transition state (TS) partial charges
and (b) TS−R partial charge differences for Mg2+. (c) R and TS partial
charges summed over the core (SAM and catecholate only) and (d)
TS−R differences for the core.

Figure 8. By-residue partial charges of SAM (blue filled squares) and
catecholate (CAT, red filled circles) along the reaction coordinate
defined by the difference in the distance of the transferring methyl
carbon to the donor SAM S atom and the acceptor catecholate O
atom, as described in the main text. The transition state region is
shown as two vertical dotted lines. For comparison, sums of the charge
over the methyl group only (green open triangles), adohomocysteine
(blue open squares), and unmethylated catecholate (red open circles)
are also shown.
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for the methyl group, −0.6 e for the unmethylated catecholate)
is still substantial at the transition state. Later in the reaction
coordinate (Δ ≈ 0.75−0.9) SAM becomes negatively charged,
and the catecholate is neutralized only for Δ > 1.0 Å. This
range of Δ = 0.75−1.0 Å corresponds to d(S−C) > 2.50 Å and
d(C−O) < 1.75 Å, which is a near product-like state in terms of
both geometry (in the products, d(C−O) = 1.44 Å) and
energetics. Thus, earlier suggestions7,86 that electrostatic
attraction in the reactants is annihilated at the transition state
is apparently an oversimplification when charge transfer is
permitted between substrates and the enzyme.
Comparison to minimal model 1 reveals that constraining

the charge on SAM, catecholate, and Mg2+ to +2 for the entire
reaction will produce a positively charged catecholate acceptor
at the transition state (+0.1 e, see Supporting Information
Figure S3). The net +2 charge in the QM system is distributed
over Mg2+ (+1.2 e in the reactants) and SAM (+1.0 e in the
reactants), but this leaves little room for CAT to accumulate a
strong negative charge (−0.2 e in the reactants). Instead, we
observe that when this artificial constraint is lifted by enlarging
the model, the core substrates (SAM and catecholate)
accumulate negative charge from surrounding residues (see
section 4b). Thus, the electrostatic attraction between reactants
is considerably weaker in the minimal model 1 than the large
model 10, which serves as a possible physical origin for the 8
kcal/mol higher barrier in 1 versus 10. In model 1, the non-
methyl part of CAT becomes positive in the product state (+0.3
e, +0.6 e with the methyl group), thus making it a very poor
chelator to Mg2+, also explaining the endothermic reaction
energy observed earlier for the minimal model (compared to
exothermic reaction energy for the large model, as discussed in
section 4b). These results suggest that the enzyme, and Mg2+ in
particular, mediates charge transfer between the reactants and
the environment, extending the portion of the reaction

coordinate over which electrostatic interaction between the
two fragments is favorable past the transition state.

4d. Obtaining Atom-Economical QM Regions. Follow-
ing confirmation that key properties of the COMT enzyme are
consistent for large radially cut QM regions (approximately
600−1000 atoms) in QM/MM calculations, we now aim to
identify the subset of residues included in these QM regions
that impact reaction coordinate properties most strongly.
COMT is a challenging system for QM/MM convergence
studies because the SAM, catecholate, and Mg2+ substrates
alone span a large portion of the protein’s solvent-exposed
active site, and residues proximal to one substrate may be
distant from another. As noted previously (see Figure 7), the
core substrates (SAM, catecholate, and Mg2+) carry more
negative partial charge than expected from nominal charge
assignment, and the total charge evolves as the reaction
progresses. Therefore, we first identify which residues have a
variation in total electron density during the methyl transfer
reaction and are thus acting as charge sources or sinks for the
substrates. Using the largest model 10 holoenzyme studied in
this work, we computed the per-residue VDD partial charge
sums, i.e.,

∑=
∈

q q
j

jres
VDD

res

VDD

(6)

on each residue (res) in the QM region for 21 snapshots
interpolated along the methyl transfer reaction coordinate (see
Supporting Information Tables S4−S7). Total charges of some
residues appear to vary strongly, e.g., M40 and N41, which
accumulate around −0.15 to 0.2 e over the course of the
reaction coordinate (Supporting Information Figure S4).
However, the partial charge of most residues fluctuates across
the methyl transfer coordinate, and there is limited correlation
between variation and relative proximity to the substrates in the
active site (see Supporting Information Figure S5).
In order to isolate the charge fluctuations most relevant to

the substrate environment, we removed SAM, catecholate, and
Mg2+ from each holoenzyme snapshot, forming an apoenzyme,
and repeated the summed-over-residue VDD computations
(see Supporting Information Tables S8−S11). In both cases,
the sum was computed two ways: with link atoms assigned to
their respective residue or excluded, and the no link atom data
were used here due to lower fluctuations observed in the
following analysis (i.e., link-atom-derived charge fluctuations
may lead to false positives; see Supporting Information). The
residues that display the largest holoenzyme to apoenzyme
(holo−apo) charge shift are expected to be essential to the
complete description of the electronic environment in the
active site, and a point-charge electrostatic description afforded
by MM alone should be insufficient. In order to quantify and
rank importance of residues by their interactions with
substrates, we compute the difference between the apo and
holo residue-summed partial charges (qres) and average them
over the reaction coordinate as follows:

Δ =
∑ −

q
q q

n
i
n

i i
res,av

res,
VDD,apo

res,
VDD,holo

(7)

(here, n = 21). Thus, residues that lose charge when the
substrates are removed have a negative Δqres,av, whereas ones
that gain charge back have a positive Δqres,av.
In total, we find 11 residues with Δqres,av at least 0.05 e in

magnitude (Figure 9). These 11 residues include (i) hydrogen

Figure 9. Difference of by-residue VDD charge sums upon removal of
the substrates (SAM, catecholate, and Mg2+) with substrates in
transition state structure shown in white sticks. Residues shown and
labeled in blue lose partial charge upon substrate removal, whereas
residues shown and labeled in red gain partial charge upon substrate
removal (as shown in inset color bar). All residues with Δq ≥ |0.05| are
shown as sticks. All remaining QM residues are shown in cartoon as
white, whereas MM residues are shown in dark gray.
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bond acceptors to SAM (E90, E64, H142) and catecholate
(E199) that lose substantial charge, (ii) hydrogen bond donors
to SAM (S72), (iii) Mg2+ coordination sphere residues that
alternately lose (N170, D169) or gain charge (D141), and (iv)
a cluster of residues behind the SAM substrate that form more
indirect interactions (V42, A67, A73). Residues in cases i−iii
would have likely been identified with the help of chemical
intuition, but other residues that may have been deemed
important through chemical intuition arguments alone, e.g., the
catechol deprotonating K144, are absent from this list.
Similarly, residues that may be key to substrate binding and
protein dynamics (e.g., gatekeeper residues W38 and W143) do
not impact charge on the substrate and therefore are also not
detected by this analysis. Alternatively, proximity may have
been a useful strategy for identifying V42, A67, and A73 as
relevant residues, since the three residues are adjacent to SAM,
but several residues proximal to CAT (e.g., K144, P174, L198)
do not show comparable charge sensitivity. The shape of the
space occupied by residues with large charge shifts (white and
blue sticks shown in inset in Figure 10) is still centered on the

substrates but ellipsoidal in nature. Thus, although several of
the residues are included in our second or third smallest radial
QM regions (V42, E90, D141, N170, E199), others coincide
with the intermediate models 4−6 (S72, A67, H142) and still
others only appear in the larger model 8 (E64, D169, A73) (see
Supporting Information Table S12).
An additional five residues (M40, N41, Y68, I91, S119,

shown as green sticks in Figure 10 inset) have Δqres that meet
or exceed 0.05 e in magnitude for at least one snapshot (see
Supporting Information Tables S9 and S12). The Mg2+- and
catecholate-adjacent residues M40 and N41 have negligible
Δqres in the first half of the reaction, but values increase at the
transition state and toward the products. Conversely, the Y68
residue, which has been the focus of previous experimental and
computational mutagenesis efforts,9,82 has a large charge shift in
the first portion of the reaction but limited effect after the
transition state. These five additional residues are present in our
original models 3−5. Now, we identify if the results of our
charge shift analysis can be used to prune or refine large radial

cuts of QM regions in analogy to charge deletion
analysis.50,121,122 Charge deletion analysis has been used50

with the assumption that any strong QM−MM electrostatic
interaction cannot be properly accounted for across the QM/
MM boundary, favoring placing that residue in the QM
region.50 Any proximal MM residue with moderately strong
point charges will be identified by charge deletion analysis, but
we wish to take the more economical view that some QM-
point-charge interactions are in fact suitably treated with QM/
MM. Thus, we hypothesize that adequate QM regions may
instead be constructed on the basis of the residues that exhibit
large charge shifts in response to the substrates.
We now construct new QM models from the residues

identified in charge shift analysis (CSA) and compare them to
the original radial models. Both the 11-residue (214 atoms) and
enlarged 16-residue (296 atoms) models are similar in size to
model 4 (13 residues, 268 atoms) but comprise different
residues. Both of these new models are substantially smaller
than the models (7−8, 26−34 residues, 497−600 atoms) we
previously identified as consistent with the largest model 10
across all properties considered in this work. The 16-residue
model omits K144, which appears in our radial models 2 and
larger, as well as G66 and Y71, which both appear in radial
model 4 (Supporting Information Table S13). All three models
have comparable distance (6.4−6.7 Å) between the closest link
atom and the center of mass of the S−C−O bond. The new 11-
and 16-residue models, which we will refer to as 4A and 4B,
respectively, reduce the total number of link atoms closer than
8 Å to the S−C−O bond center of mass from 7 in model 4 to
5. The total number of link atoms for 4A (16) and 4B (18) is
reduced slightly as well from model 4 (20). The omission of
K144 and inclusion of a number of anionic residues, however,
impart the largest net negative charge to both of these regions
(−3) compared to any of the previous radial models (−1).
We computed partial charges and reaction pathways for these

new models and compare both to model 4 as a reference for
equivalent computational cost as well as to the largest QM/
MM model 10 (Table 2). The root sum squared (RSS) error of
evaluated residue-summed partial charges (q) for model M with
respect to the reference model 10 is evaluated as

∑= −q q qRSS( ,M) ( )
res

res,M res,10
2

(8)

In total, we evaluate the (i) reactant (SAM, catecholate, and
Mg2+), (ii) transition state (the reactants with CH3 partitioned
as described in section 4c), and (iii) product (AdoHcy, OMC,
and Mg2+) partial charges summed over each residue for a total
of nine terms in the sum in eq 8. As suggested by sections 4a
and 4b, model 4 RSS partial charge error is quite large at 0.7 e
due to increased partial positive charge on Mg2+, reduced
charge separation in the transition state, and enhanced charge
separation in the products. The 11-residue and 16-residue
models 4A and 4B, on the other hand, have good and near-
quantitative agreement in partial charges with the larger model
10 with an RSS of 0.3 e and 0.0 e, respectively. Disagreement
for the smaller model is primarily due to increased negative
charge on SAM across the reaction coordinate.
We also converged methyl transfer pathways for the 4A/4B

models and compute the RSS error in the activation and
reaction energies as

= − + Δ − ΔE E E E ERSS( ,M) ( ) ( )a
M

a
10 2

rxn
M

rxn
10 2

(9)

Figure 10. Methyl transfer reaction profiles for original models 4 and
10 (red and gray circles, respectively) and optimized models 4A and
4B (blue and green squares, respectively). Inset shows atoms in all
QM region models (white sticks), only in model 4 (red sticks), added
in model 4A or 4B (blue sticks), or added in model 4B (green sticks).
For model 10 QM region, see Figure 2.
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Using this metric, the radial model 4 has a 7.2 kcal/mol RSS
error due to overestimating the barrier height and under-
estimating reaction exothermicity. In contrast, model 4B yields
near-quantitative agreement of 0.4 kcal/mol RSS error due to
sub-kcal/mol differences in barrier height and reaction
energetics, and the smaller model 4A is also in very good
agreement with an RSS of 1.6 kcal/mol (Table 2). Comparison
of the full methyl transfer reaction profiles (Figure 10) reveals
that model 4B overlaps nearly exactly with model 10, whereas
model 4A shows a slightly earlier transition state with lower
barrier and less exothermic products. However, neither model
shows the large deviations apparent between the comparably
sized model 4 and the large-scale model 10, where the full
reaction profile highlights again differences in the character of
the much later transition state structure as well as qualitative
differences in barrier height and shape. Thus, properties
consistent with large-QM/MM models may be obtained at a
fraction of the computational cost from QM regions with as few
as 214−296 atoms as long as the optimal QM residues are
selected.
On the basis of these promising results, we propose a general

protocol for unbiased QM region determination in QM/MM
calculations: (i) partial charges (or other relevant properties54)
of reacting substrates should be obtained from very large radial
models that have no link atoms adjacent to the central active
site in reactant, product, and key intermediate or transition-
state-like geometries; (ii) the calculations should be repeated
with the reacting substrates removed. If the substrates or
catalytic center are covalently linked to the protein, muta-
genesis rather than complete substrate removal may be
necessary, and (iii) the residues for which there is an apparent
significant charge or property difference (e.g., 0.05 e or greater
difference in charge) from items i or ii should be used to
construct a new QM region for QM/MM calculations. (iv)
This new QM/MM model may be validated through agreement
of energetic, structural, or partial charge properties with the
large radial model results. In total, this charge shift analysis
requires no more than a handful of very large (∼1000 QM
atoms) QM/MM calculations and facilitates a systematic and
unbiased determination of an atom-economical QM region that
will not require strong chemical intuition nor potentially
overestimate electrostatic interactions that are suitably treated
across the QM/MM boundary. We also emphasize that the
approach is not strongly sensitive to geometric properties by
confirming agreement between the results of CSA obtained on
the model 10 reactant structure and the small-QM model 1
reactant structure (see Supporting Information Table S14).
Given this good agreement, even crystal structures could be a
viable option for preliminary analysis, although structural
sensitivity to larger protein rearrangements obtained during
long-time dynamics is the focus of ongoing work.

5. CONCLUSIONS
We have quantified how key descriptive properties of enzyme
catalysis obtained from simulations depend on the size of the
QM region in QM/MM calculations for an enzyme in which
the smallest possible QM regions typically employed (i.e., SAM
and catecholate) do not suffer from boundary effects. Our
results on COMT show that geometric and electronic structure
properties of the reactants are slow to approach asymptotic
limits as remote residues are added radially to the QM region.
Namely, both reactant distances and partial charges on
reactants converge slowly with increasing QM region size.T
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Although this result is consistent with nearly a dozen
semiempirical and first-principles QM/MM convergence
studies that have been carried out in recent years, doubts
may still remain in the broader community about the source of
this slow convergence regarding the accuracy of the methods
employed. By carrying out extensive geometry optimizations
and transition state searches with range-separated hybrid DFT
made possible through GPU-accelerated quantum chemistry,
we have separated substrate property convergence with
increasing QM region size from well-known errors of semilocal
exchange−correlation functionals in large QM system sizes.
For the COMT example investigated here, radial QM region

models that are ∼10× larger than typically used in QM/MM
calculations are needed for consistent structural properties or
reaction energetics. Although properties such as forces on
central QM atoms have been shown to converge only when
QM regions were at least 500 atoms in size,46 it remained
possible that error cancellation along a reaction coordinate
might instead lead to good prediction of relative properties at
smaller QM region sizes. We have instead demonstrated that
differences in TS and ES complex property convergence lead to
poor cancellation of errors due to differences in charge transfer
and residue interactions along the reaction coordinate.
Using our large QM/MM models, we also provided

mechanistic insight into the role of the enzyme environment
on methyl transfer. Namely, we observed that charge
annihilation between the oppositely charged reactants does
not occur until after the transition state structure and that the
charge transfer between substrates and the protein environment
(e.g., Mg2+ to its coordination sphere, SAM to E64, E90, E199,
and H142) primes the ES complex to be more TS-like.
Finally, we introduced charge shift analysis to pare down

large QM models into a minimal set of residues needed for
quantitative accuracy. By incorporation of only the residues that
participated in charge transfer with the reactants, quantitative
agreement with a 56 residue (968 atom) radial QM region was
reached with only 16 residues (296 atoms). Although our
analysis revealed several residues that might be selected on the
basis of chemical intuition (e.g., Y68 or the Mg2+ coordination
sphere residues N41, D169, N170) or proximity to substrates
(e.g., E199), other residues that would have been selected
under either criterion from an X-ray crystal structure of
COMT, as is standard practice, were identified to be
unnecessary (e.g., K144 or Y71). Several nonpolar residues
(i.e., V42, A67, and A73) that would have escaped selection
using typical criteria were identified as important. Such a
technique could provide a useful strategy for circumventing
slow convergence obtained based on a typical radial strategy
alone (e.g., here only our larger models 8−10 completed the
Mg2+ coordination sphere in the QM region). Ongoing work is
aimed toward validating this and related approaches for
unbiased determination of optimal QM regions in QM/MM
calculations across a range of enzymes and confirming the
catalytic role of residues identified through these approaches.
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Nature of the Transition State in Catechol O-Methyltransferase. A
Complementary Study Based on Molecular Dynamics and Potential
Energy Surface Explorations. J. Am. Chem. Soc. 2005, 127, 10648−
10655.
(84) Kanaan, N.; Ruiz Pernia, J. J.; Williams, I. H. QM/MM
Simulations for Methyl Transfer in Solution and Catalysed by COMT:
Ensemble-Averaging of Kinetic Isotope Effects. Chem. Commun. 2008,
6114−6116.
(85) Axelrod, J. J. Methylation Reactions in the Formation and
Metabolism of Catecholamines and Other Biogenic Amines.
Pharmacol. Rev. 1966, 18, 95−113.
(86) Kuhn, B.; Kollman, P. A. QM−FE and Molecular Dynamics
Calculations on Catechol O-Methyltransferase: Free Energy of
Activation in the Enzyme and in Aqueous Solution and Regiose-
lectivity of the Enzyme-Catalyzed Reaction. J. Am. Chem. Soc. 2000,
122, 2586−2596.
(87) Tsao, D.; Liu, S.; Dokholyan, N. V. Regioselectivity of Catechol
O-Methyltransferase Confers Enhancement of Catalytic Activity.
Chem. Phys. Lett. 2011, 506, 135−138.
(88) Lameira, J.; Bora, R. P.; Chu, Z. T.; Warshel, A.
Methyltransferases Do Not Work by Compression, Cratic, or
Desolvation Effects, but by Electrostatic Preorganization. Proteins:
Struct., Funct., Genet. 2015, 83, 318−330.
(89) Rutherford, K.; Le Trong, I.; Stenkamp, R. E.; Parson, W. W.
Crystal Structures of Human 108V and 108M Catechol O-
Methyltransferase. J. Mol. Biol. 2008, 380, 120−130.
(90) Anandakrishnan, R.; Aguilar, B.; Onufriev, A. V. H++ 3.0:
Automating pK Prediction and the Preparation of Biomolecular
Structures for Atomistic Molecular Modeling and Simulations. Nucleic
Acids Res. 2012, 40, W537−W541.
(91) Gordon, J. C.; Myers, J. B.; Folta, T.; Shoja, V.; Heath, L. S.;
Onufriev, A. H++: A Server for Estimating pKas and Adding Missing
Hydrogens to Macromolecules. Nucleic Acids Res. 2005, 33, W368−
W371.
(92) Myers, J.; Grothaus, G.; Narayanan, S.; Onufriev, A. A Simple
Clustering Algorithm Can Be Accurate Enough for Use in Calculations
of pKs in Macromolecules. Proteins: Struct., Funct., Genet. 2006, 63,
928−938.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b07814
J. Phys. Chem. B 2016, 120, 11381−11394

11393

http://dx.doi.org/10.1021/acs.jpcb.6b07814


(93) Case, D. A.; Darden, T. A.; Cheatham, T. E.; Simmerling, C. L.;
Wang, J.; Duke, R. E.; Luo, R.; Walker, R. C.; Zhang, W.; Merz, K. M.,
et al. Amber 12; University of California: San Francisco, CA, 2012.
(94) Henkelman, G.; Uberuaga, B. P.; Jonsson, H. A Climbing Image
Nudged Elastic Band Method for Finding Saddle Points and Minimum
Energy Paths. J. Chem. Phys. 2000, 113, 9901−9904.
(95) Petachem. http://www.petachem.com. (accessed July 1, 2016).
(96) Rohrdanz, M. A.; Martins, K. M.; Herbert, J. M. A Long-Range-
Corrected Density Functional That Performs Well for Both Ground-
State Properties and Time-Dependent Density Functional Theory
Excitation Energies, Including Charge-Transfer Excited States. J. Chem.
Phys. 2009, 130, 054112.
(97) Ditchfield, R.; Hehre, W. J.; Pople, J. A. Self-Consistent
Molecular Orbital Methods. IX. An Extended Gaussian-Type Basis for
Molecular Orbital Studies of Organic Molecules. J. Chem. Phys. 1971,
54, 724.
(98) The PyMOL Molecular Graphics System, version 1.7.4.3;
Schrodinger, LLC, 2010.
(99) Guerra, C. F.; Handgraaf, J. W.; Baerends, E. J.; Bickelhaupt, F.
M. Voronoi Deformation Density (VDD) Charges: Assessment of the
Mulliken, Bader, Hirshfeld, Weinhold, and VDD Methods for Charge
Analysis. J. Comput. Chem. 2004, 25, 189−210.
(100) Tozer, D. J.; De Proft, F. Computation of the Hardness and
the Problem of Negative Electron Affinities in Density Functional
Theory. J. Phys. Chem. A 2005, 109, 8923−8929.
(101) Teale, A. M.; De Proft, F.; Tozer, D. J. Orbital Energies and
Negative Electron Affinities from Density Functional Theory: Insight
from the Integer Discontinuity. J. Chem. Phys. 2008, 129, 044110.
(102) Peach, M. J. G.; Teale, A. M.; Helgaker, T.; Tozer, D. J.
Fractional Electron Loss in Approximate DFT and Hartree−Fock
Theory. J. Chem. Theory Comput. 2015, 11, 5262−5268.
(103) Rudberg, E. Difficulties in Applying Pure Kohn−Sham Density
Functional Theory Electronic Structure Methods to Protein
Molecules. J. Phys.: Condens. Matter 2012, 24, 072202.
(104) Lever, G.; Cole, D. J.; Hine, N. D. M.; Haynes, P. D.; Payne,
M. C. Electrostatic Considerations Affecting the Calculated HOMO-
LUMO Gap in Protein Molecules. J. Phys.: Condens. Matter 2013, 25,
152101.
(105) Isborn, C. M.; Mar, B. D.; Curchod, B. F. E.; Tavernelli, I.;
Martinez, T. J. The Charge Transfer Problem in Density Functional
Theory Calculations of Aqueously Solvated Molecules. J. Phys. Chem. B
2013, 117, 12189−12201.
(106) Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-
Salvetti Correlation-Energy Formula into a Functional of the Electron
Density. Phys. Rev. B: Condens. Matter Mater. Phys. 1988, 37, 785−789.
(107) Becke, A. D. Density-Functional Thermochemistry. III. The
Role of Exact Exchange. J. Chem. Phys. 1993, 98, 5648−5652.
(108) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J.
Ab Initio Calculation of Vibrational Absorption and Circular
Dichroism Spectra Using Density Functional Force Fields. J. Phys.
Chem. 1994, 98, 11623−11627.
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