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A B S T R A C T   

Background: Mandibular third molar is prone to impaction, resulting in its inability to erupt into the oral cavity. 
The radiographic examination is required to support the odontectomy of impacted teeth. The use of computer- 
aided diagnosis based on deep learning is emerging in the field of medical and dentistry with the advancement of 
artificial intelligence (AI) technology. This review describes the performance and prospects of deep learning for 
the detection, classification, and evaluation of third molar-mandibular canal relationships on panoramic 
radiographs. 
Methods: This work was conducted using three databases: PubMed, Google Scholar, and Science Direct. Following 
the literature selection, 49 articles were reviewed, with the 12 main articles discussed in this review. 
Results: Several models of deep learning are currently used for segmentation and classification of third molar 
impaction with or without the combination of other techniques. Deep learning has demonstrated significant 
diagnostic performance in identifying mandibular impacted third molars (ITM) on panoramic radiographs, with 
an accuracy range of 78.91% to 90.23%. Meanwhile, the accuracy of deep learning in determining the rela-
tionship between ITM and the mandibular canal (MC) ranges from 72.32% to 99%. 
Conclusion: Deep learning-based AI with high performance for the detection, classification, and evaluation of the 
relationship of ITM to the MC using panoramic radiographs has been developed over the past decade. However, 
deep learning must be improved using large datasets, and the evaluation of diagnostic performance for deep 
learning models should be aligned with medical diagnostic test protocols. Future studies involving collaboration 
among oral radiologists, clinicians, and computer scientists are required to identify appropriate AI development 
models that are accurate, efficient, and applicable to clinical services.   

1. Introduction 

Impacted teeth are teeth that are partially or cannot fully erupt due 
to obstruction by bone or soft tissue or both (Alfadil and Almajed, 2020). 
The fact that the third molar is the last teeth to errupt often face greater 
challenges compared to other teeth due to limited space within the 
mandibular dental arch (Swift and Nelson, 2012). The global prevalence 
of impacted third molars (ITM) in the mandible is up to 73.5 % (Sujon 
et al., 2022). Impacted third molars can induce for various dental and 
oral diseases, such as pericoronitis, caries, periodontal pocket formation, 
anchorage loss, root damage to adjacent teeth, formation of odontogenic 

cysts and tumors, and traumatic occlusion (Borle, 2014). 
Odontectomy is the most common procedure for treating impacted 

teeth by removes impacted teeth or the remaining roots that cannot be 
extracted by conventional treatments (Wayland, 2018). The categori-
zation of ITM in the mandible holds significance in assessing the 
complexity of odontectomy procedures. The Winter’s classifications and 
Pell & Gregory’s are the prevailing method for classifying the ITM 
(Borle, 2014). Fig. 1 demonstrated Winter’s classification that catego-
rizes ITM based on angulation relative to the long axis of mandibular 
second molars. The classification proposed by Pell & Gregory is utilized 
to categorize mandibular ITM by considering the distance between the 
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cervical line and occlusal of the second molar and the depth of the ITM, 
as well as the available space for the crown of the ITM in relation to the 
mandibular ramus (Fig. 1) (Borle, 2014). 

Common practice in dentistry is to utilize panoramic radiography 
imaging of impacted mandibular third molars, allowing for compre-
hensive view of the dental arch and their surrounding structures before 
determining odontectomy. Using panoramic radiograph, one can iden-
tify the alignment of ITM in the mandible with nearby anatomical 
structures (Nagaraj et al., 2016). 

Knowledge and technology of artificial intelligence (AI) has rapidly 
developed; particularly in, assisting in fulfilling human needs, com-
puters and technology are utilized to imitate human intelligent action 
and analytical thinking (Amisha et al., 2019). In the medical field, there 
has been a significant advancement in the utilization of deep learning- 
based computer-aided diagnosis (CAD) systems, which are employed 
for object detection, image analysis, and data processing. These systems 
enable direct data analysis without the need of expert (Yasa et al., 2021). 
Recently, deep learning has been investigated to provide a second 
opinion for the diagnosis of pneumonia based on X-ray images (Mandeel 
et al., 2022) and improve the diagnostic performance for skin lesion 
classification using dermoscopy images (Pratiwi et al., 2021). Con-
volutional neural networks (CNNs) are subsets of deep learning which 
emulate human intelligence in learning and problem solving, allowing 
dentists and radiologists to interpret radiographs more efficiently and 
accurately for caries detection and classification (Vinayahalingam et al., 
2021b, 2021a), perform teeth detection and numbering (Estai et al., 
2022), predict third molar eruption (Vranckx et al., 2020), predict time 
to extraction of third molar (Kwon et al., 2022), detect apical lesion 
(Ekert et al., 2019), execute segmentation on panoramic radiograph for 
periodontitis (Widyaningrum et al., 2022) and detect the periodontal 
disease (Lee et al., 2018), as well as classify maxillary sinus (Murata 
et al., 2019). Deep learning has also studied in several studies to classify 
mandibular third molars and analyze the correlation between ITM and 
mandibular canal (MC) automatically with datasets in the form of 
panoramic radiograph images using several architectures (Celik, 2022; 
Choi et al., 2022; Fukuda et al., 2020; Sukegawa et al., 2022a; Yoo et al., 
2021; Zhu et al., 2021). 

The societal desire for high-quality healthcare has driven techno-
logical advancements in the field of health. This technology supports 
more accurate and faster diagnoses also ensures that patients can receive 
the best health care with minimum risk. One significant development in 
pursuit of this goal is the utilization of deep learning in the medical field. 
Deep learning technology enables the processing of complex data and 
deeper analysis in disease diagnosis. By utilizing deep learning algo-
rithms, dentists and medical professionals can make more precise and 
quicker decisions, ultimately enhancing patient care. 

In the past decade, deep learning has been investigated for improving 

the diagnosis of ITM in the mandible using panoramic radiographs. 
Despite the limitations of panoramic radiograph as a 2-dimensional 
radiography modality, it remains unknown the significance deep 
learning is in supporting the treatment of ITM diagnosed using pano-
ramic radiographs. This review further explores the advancement of 
technologies using AI and provides information on the application and 
prospects of deep learning for the radiographic assessment for the 
detection, classification, and evaluation of the positions of ITM in rela-
tion to MC. 

2. Materials and methods 

PubMed, Science Direct, and Google Scholar databases were used to 
conduct literature searching in this narrative review. Literature search 
was performed using the keywords, “third molars,” “mandibular nerve,” 
“impacted tooth,” “dental radiography,” “artificial intelligence,” and 
“deep learning”. Manual search was also used for literature search. The 
inclusion criteria were literatures published in English between 2012 
and 2023. The exclusion criteria included articles that were not fully 
accessible, excluded research methods, and contained only abstracts. 

In the context of deep learning for computer vision, detection refers 
to the task of identifying and localizing objects of interest within images. 
It involves not only recognizing what objects are present in the input 
data but also determining their precise locations in terms of bounding 
boxes. In this review, deep learning detects the incidence of mandibular 
ITM on panoramic radiographs. In deep learning, classification is the 
process of categorizing input data into predefined classes. The primary 
goal of classification is to assign labels to input instances based on their 
features or characteristics. In this review, deep learning relies on the Pell 
& Gregory and Winter classifications as the fundamental basis for clas-
sifying ITM in the mandible. Meanwhile, evaluation refers to the task of 
categorizing the relationships between ITM and MC, such as whether 
they are in contact or not. 

3. Results 

This review was included 49 articles that were elected based on the 
predetermined exclusion and inclusion criteria. The present discussion 
focuses on the 12 main articles (Fig. 2). The main articles were original 
articles reporting studies of detection, classification, and the evaluation 
of the association between mandibular third molars and MC. 

Several studies of deep learning for the detection, classification, and 
the evaluation of ITM in the MC have been conducted over the past five 
years. Since 2019, the number of articles has increased annually, and 
these publications culminated in 2022 with seven articles on the 
detection, classification, and evaluation of ITM to the MC by deep 
learning. Fig. 3 illustrates the distribution of studies on deep learning for 

Fig. 1. Winter’s classification and Pell & Gregory’s classifications of ITM in the mandible.  
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panoramic radiographic evaluation of impacted mandibular third mo-
lars over the last five years (2019 to January 2023). 

4. Discussion 

We subdivided the articles based on the use of deep learning on 
panoramic radiographs in accordance with the study objective, that is, 

the detection, classification, and evaluation of ITM. Based on the results 
of a literature search, only one article discussed the detection (seg-
mentation of panoramic radiographs) of mandibular ITM. Thus, we 
combined the discussion in this review regarding detection with the 
classification of ITM. 

Fig. 2. Literature searching and selection.  

Fig. 3. Distribution of articles on deep learning applications for the detection, classification, and evaluation of ITM on panoramic radiograph during the last five 
years (2019 to January 2023). 
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4.1. Deep learning performance on panoramic radiographs for detection 
and classification of mandibular ITM 

Deep learning is widely used for medical image segmentation to 
assist the diagnosis of several diseases. Image segmentation is needed to 
detect and separate objects of interest in an image (Ronneberger et al., 
2015). Deep learning can detect and classify impacted teeth, such as 
canine (Aljabri et al., 2022), mesiodens (Jeon et al., 2022), supernu-
merary in the maxilla (Kuwada et al., 2020), and dental anomalies 
(Okazaki et al., 2022). Based on the results of the literature search, one 
article discussed deep learning using the U-Net model for ITM detection 
in the mandible, which showed a high performance with an average dice 
coefficient score of 93.6 % and a Jaccard index of 88.1 % (Vinayaha-
lingam et al., 2019). The dice coefficient was used to measure the level 
of similarity between the results of the detection of ITM in the mandible, 
which was performed manually by experts (as ground truth), and the 
findings of automatic segmentation from deep learning algorithms 
(Widyaningrum et al., 2022). The Jaccard index is also known as the 

intersection over union and represents the accuracy prediction of the 
bounding box. It is determined as the percentage of overlap between the 
ground truth area and the estimated bounding box area (Celik, 2022). 
Segmentation can be performed manually, but the automation of image 
segmentation can reduce the effort and time required to complete the 
diagnosis process of oral diseases through radiographic images. 

Previous studies used deep learning to develop an automatic 
mandibular third molar impaction classification system with several 
architectures, such as ResNet-34 (Yoo et al., 2021), VGG-16 (Maruta 
et al., 2023; Sukegawa et al., 2022a), and YOLOv3 (Celik, 2022) 
(Table 1). Based on the review results in Table 1, deep learning shows a 
high performance in the classification of mandibular ITM (>78.91 %) 
(Yoo et al., 2021). The use of deep learning resulted in an accuracy of >
86 % in Winter’s classification, >82.03 % in the Pell & Gregory’s clas-
sification based on the remaining space, and > 78.91 % in the classifi-
cation based on position of mandibular ITM (Sukegawa et al., 2022a; 
Yoo et al., 2021). 

As shown in Table 1, a study on the mandibular ITM with Winter’s 

Table 1 
Diagnostic Performance of Deep Learning for Detection and Classification of Mandibular ITM on Panoramic Radiograph.  

Authors (Year) Detection / Classification Deep Learning Models Number of datasets Diagnostic Performance 

Accuracy Others 

Vinayahalingam et al. (2019) Detection of impacted third molar U-Net 81  Dice coefficient: 93.6 
Jaccard index: 88.1 
Sensitivity: 94.7 
Specificity: 99.9 

Yoo et al. (2021) Winter (Mesioangular) ResNet-34 600 90.23 Sensitivity: 94.15 
Specificity: 92.67  

(Horizontal)   Sensitivity: 89.53 
Specificity: 97.65  

(Vertikal)   Sensitivity: 94.84 
Specificity: 95.24  

(Distoangular)*   –  
Pell & Gregory (Class)   82.03   
I    Sensitivity: 71.69 

Specificity: 94.22  
II    Sensitivity: 90.37 

Specificity: 69.52  
III    Sensitivity: 61.36 

Specificity: 98.29  
Pell & Gregory (Position)   78.91       
A   Sensitivity: 88.13 

Specificity: 92.05  
B   Sensitivity: 72.77 

Specificity: 84.12  
C    Sensitivity: 78.63 

Specificity: 90.89 
Celik, (2022) Winter (Mesioangular) YOLOv3  440 86 Precision: 84.9–90.8 

AP: 96–98.4 
Recall: 95–98.7  

(Horizontal)    Precision: 88–96 
AP: 98–99.5 
Recall: 83.3–100 

Sukegawa et al., (2022a) Winter VGG-16 1330 86.63 Precision: 85.59 
Recall: 80.03 
F1-score: 81.38 
AUC: 98.01  

Pell & Gregory (Class)   85.41 Precision: 85.88 
Recall: 85.44 
F1-score: 85.38 
AUC: 96.38  

(Position)   88.95 Precision: 88.24 
Recall: 88.77 
F1-score: 88.31 
AUC: 97.39 

Maruta et al. (2023) Winter VGG-16 1180 79.59 F1-scrore: 64.23 
AUC: 95.49 

Pell & Gregory (Class) 86.09 F1-scrore: 76.24 
AUC: 93.34 

(Position) 84.32 F1-scrore: 81.56 
AUC: 93.95 

* Reveals that the existing data were insufficient in that circumstance; AP: Average precision; AUC: Area under the Receiver Operating Characteristic (ROC) curve. 
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and Pell & Gregory’s classifications attained the highest accuracy of 
90.23 % when using the ResNet-34 architecture but used fewer datasets 
compared with other research (Yoo et al., 2021). Previous study 
(Sukegawa et al., 2022a) used a single-stage technique with YOLOv3 
compared with two-stage technique with Faster R-CNN and the addition 
of three backbone architectures, namely ResNet50, AlexNet, and VGG16 
(Celik, 2022). The accuracy of the single-stage technique outperformed 
that of the two-stage technique by 86 %. This study demonstrated that 
YOLOv3 is effective in classifying ITM based on Winter’s classification. 
The use of data augmentation is one of the ideas proposed to increase the 
accuracy of deep learning. Flip, rotation, and adjustment of the bright-
ness, sharpness, contrast and additional images are performed using 
paint software to mimic dental fillings or caries (Maruta et al., 2023). 

The performance indicator of deep learning for the classification 
ITM, such as sensitivity, specificity, precision, recall, and accuracy, 
cannot be compared with one another because they use the different 
classification indicators (Table 2) (Celik, 2022; Sukegawa et al., 2022a; 
Yoo et al., 2021). Sukegawa et al., (2022a) and Maruta et al. (2023) used 
the same classification indicator and deep learning architecture, thus, 
these studies can be compared. Using larger datasets, Sukegawa et al., 
(2022a) reported accuracy better than Maruta et al. (2023). 

Research was continually developed to compare a single-task model 
that classifies impacted mandibular third molars one by one with the 
Multi 3Task model, which is a deep learning model that investigates 
multiple classifications, for simultaneous several predictions of diag-
nosis (Sukegawa et al., 2022a). Multi 3Task classifies ITM based on 
Winter’s classification and Pell & Gregory’s class and position simulta-
neously. By performing several tasks simultaneously, the multitask 
model can reduce computation costs; however, similar to previous 
research conducted by Celik (2022), the use of the multitask model did 
not exceed the performance of the single-task model. A significant drop 
in performance occurred, particularly in Multi 3Task. Winter’s and Pell 
& Gregory’s classifications have different classification characteristics. 
Thus, differences in the areas of interest resulted led to a decrease in 
performance of the multitask model in comparison to the single-task 
model. Deep learning was trained to determine Winter’s classification, 
which assesses the inclination and angulation of the ITM with feature 
extraction on all mandibular third molars; Winter’s classification also 
has characteristics different from those of Pell & Gregory’s classification 
and uses the area under the mandibular third molars for classification 
(Sukegawa et al., 2022a). 

Nine of the twelve main articles reviewed in this study (Table 2) 
mentioned the formulas utilized to determine metrics. Some of them 
used formulas for estimating sensitivity, specificity, NPV, and PPV are 
different from those prescribed by medical diagnostic test calculation 
guidelines (Table 2). Yoo et al. (2021) determined the sensitivity and 

specificity using positive predictive value (PPV) calculations. Further-
more, the studies reviewed in this work did not use a consistent math-
ematical formula (Ariji et al., 2022; Buyuk et al., 2022; Celik, 2022; Choi 
et al., 2022; Maruta et al., 2023; Takebe et al., 2022; Vinayahalingam 
et al., 2019; Yoo et al., 2021; Zhu et al., 2021). Celik (2022), Choi et al. 
(2022), Takebe et al., 2022, and Zhu et al. (2021), used PPV calculations 
to determine precision in their research. A sensitivity calculation is used 
by Zhu et al. (2021), Takebe et al. (2022) and Choi et al. (2022). 
Meanwhile, Celik (2022) used the true positive formula divided by all 
the data as a recall. Buyuk et al. (2022), Vinayahalingam et al. (2021a) 
provided calculations in accordance with the guidelines for medical 
diagnostic tests in equations (1), (2), (3), (4), and (5) in Table 2 (Lee-
flang, 2014). 

In the discipline of informatic and computer science, the confusion 
matrix is a common standard used to assess the deep learning perfor-
mance. This method is similar to the diagnostic test methods used in 
medical and health studies. Both confusion matrix and diagnostic test 
methods are concerned with specificity, sensitivity, negative predictive 
value (NPV), positive predictive value (PPV), and accuracy. The 
confusion matrix includes other terms, such as recall/true positive rate 
(which is the same as sensitivity), true negative rate (which is the same 
as specificity), and precision (which is the same as PPV) (Chicco et al., 
2021). In the field of computer science, sensitivity (true positive rate) 
means how well the deep learning algorithm can identify images in their 
category. Specificity is the capability of the deep learning algorithm to 
accurately detect images outside of their class. The PPV parameter in-
dicates the percentage of actually positive data among data that the 
algorithm deep learning considers to be positive. The NPV denotes the 
ratio of actual negative data to the data that deep learning algorithms 
interpret as negative. Accuracy is used to calculate the overall deep 
learning performance (Buyuk et al., 2022; Vinayahalingam et al., 
2021a). Referring to Table 2, the calculation method is the same from a 
computational and medical perspective but only for the calculation of 
accuracy. 

4.2. Diagnostic performance of deep learning for evaluating the 
relationship between ITM and the MC on panoramic radiographs 

Panoramic radiographs are typically used based on the treatment 
plan for odontectomy to lessen the chance of alveolar nerve impairment 
by assessing the association between ITM and MC (Liu et al., 2015). 
Technology advancements have enabled the integration of AI into CAD 
systems, which can be used to assess the relationship between the third 
molars on either side (bucco-lingual) of the mandible and the mandib-
ular canal. GoogLeNet, VGG-16, AlexNet (Buyuk et al., 2022; Fukuda 
et al., 2020), YOLOv3 (Takebe et al., 2022), YOLOv4 (Zhu et al., 2021), 

Table 2 
Comparison of the medical diagnostic test and equations for evaluating deep learning performance.  

Authors (Year) Sensitivity Specificity PPV NPV Accuracy Other metrics 

Formula (Leeflang, 2014) TP
TP + FN 

TN
TN + FP 

TP
TP + FP 

TN
FN + TN 

TP + TN
TP + FP + TN + FN 

– 

Confusion matrix (Chicco et al., 
2021) 

Sensitivity = Recall/ True 
Positive Rate 

Specificity = True 
Negative Rate 

PPV =
Precision 

NPV Accuracy – 

Yoo et al. (2021) – – Sensitivity Specificity Accuracy – 
Zhu et al. (2021) Recall – Precision – – F1-score = 2 × precision × recall 

/ (precision + recall) 
Celik (2022) Recall = TP / All data – Precision – Accuracy – 
Choi et al. (2022) Recall – Precision – Accuracy F1-score = 2 × precision × recall 

/ (precision + recall) 
Buyuk et al. (2022), 

Vinayahalingam et al. (2021a) 
Sensitivity Specificity PPV NPV Accuracy – 

Ariji et al. (2022) Sensitivity – – – – – 
Takebe et al. (2022) Recall (Sensitivity) – Precision – Accuracy F1-score = 2 × precision × recall 

/ (precision + recall) 
Maruta et al. (2023) – – – – – F1-score = 2 × precision × recall 

/ (precision + recall) 

NPV: Negative predictive value; PPV: Positive predictive value; FN: False negative; FP: False positive; TN: True negative; TP: True Positive. 
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ResNet-50 (Choi et al., 2022; Sukegawa et al., 2022b) are some deep 
learning architectures that have been investigated for radiographic 
evaluation of impacted third molar related to the mandibular canal. In 
addition, U-Net is also used for image segmentation of the mandibular 
canal (Ariji et al., 2022; Buyuk et al., 2022; Vinayahalingam et al., 
2019). 

Fukuda et al. (2020), Zhu et al. (2021), Choi et al. (2022), and 
Sukegawa et al., (2022b) evaluated the association between ITM and 
MC, which was categorized into two distinct types: contact and non- 
contact. In the study by Fukuda et al. (2020), 600 radiographs with 
the GoogLeNet architecture showed a better performance on all pa-
rameters, such as sensitivity (88 ± 6 %), specificity (96 ± 44 %), and 
accuracy (92 ± 5 %), compared with those in the studies of Zhu et al. 
(2021) and Choi et al. (2022). High sensitivity means that deep learning 
can correctly predict positive results if the radiograph shows contact 
between ITM and MC. High specificity indicates the capability of deep 
learning to correctly predict negative results if the impacted the ITM and 
MC is non-contact. The quantity of radiographs as dataset supports the 
outcomes of this high performance of deep learning because it will 
enhance the capacity to learn. 

Additionally, Fukuda et al. (2020) used a data augmentation process 
as part of the process for creating the deep learning algorithms, partic-
ularly in the case of a restricted quantity of datasets. The use of data 
augmentation, which is commonly used to improve performance, had an 
impact on accuracy (Maruta et al., 2023). Fukuda et al. (2020) compared 
three deep learning architectures—GooLeNet, AlexNet, and VGG-16—to 
evaluate the ITM in relation to the MC. Each architecture was designed 
using distinct image from cropped panoramic radiograph pictures 
(Fukuda et al., 2020). Deep learning performs more accurately in terms 
of prediction the small-sized image (England and Cheng, 2019). Datasets 
with larged-size images typically contain more complicated informa-
tion, in this case, additional anatomical images from panoramic radio-
graphs that are not necessary for the learning process (Fukuda et al., 
2020). 

Zhu et al. (2021) compared the accuracy of deep learning with 
dentists (Zhu et al., 2021) In addition, deep learning has been used by 
dentists to evaluate the relationship between the ITM and the MC. With 
a precision of 93.88 % and a recall of 92 %, dentists applied deep 
learning to produce the highest performance results. This finding in-
dicates that dentists can use deep learning to assess how mandibular 
third molars and MC interact to provide more accurate findings; how-
ever, further research is required because of the limited use of radio-
graphs and dentists (Zhu et al., 2021). 

Sukegawa et al., (2022b) analyzed the effect of optimizer algorithms 
with gradient methods, such as sharpness aware minimization (SAM) 
and stochastic gradient descent (SGD). ResNet 50v2 with an SAM opti-
mizer showed the best performance in this research. Overlapping and 
poor generalization performance results were obtained with the use of 
SGD; meanwhile, SAM enhanced robustness against noise and general-
ization performance (Sukegawa et al., 2022b) and Choi et al. (2022) also 
performed similar studies, but with six and five oral surgeons, respec-
tively. Compared with oral surgeons, ResNet-50 and YOLOv3 performed 
better. 

The low diagnostic performance of oral surgeons is affected by the 
difficulty of using panoramic radiographs to determine the bucco/ 
lingual position and vertical relationship of the mandibular third molars 
to the mandibular canal (Choi et al., 2022). In the evaluation of the 
relationship between the ITM, radiographic features, such as canal 
narrowing, dark root apexes, bifid root apexes, root narrowing, inter-
ruption of the mandibular canal wall, canal deflection, and root 
deflection, can be observed (Nasser et al., 2018; Whaites and Drage, 
2014). The position of impacted mandibular third molars that are buccal 
or lingual to the mandibular canal but not in contact with it can be 
revealed by the superimposed radiographic appearance (Choi et al., 
2022). Buyuk et al. (2022) addressed the needs of dentists because deep 
learning can assess the association between ITM and MC using standards 

that are nearly identical to those used in dentistry by classifying pano-
ramic radiographs of ITM into four categories (Table 3). The fused deep 
learning method was utilized, segmentation was performed using the U- 
Net architecture, and the AlexNet architecture was used to assess the 
relationship between the ITM and MC (Buyuk et al., 2022). This study 
also compared the performance of fused deep learning with dentists, 
revealing nearly the same performance, and showed that fused deep 
learning can be used to help in diagnosis. 

Ariji et al. (2022) use the U-Net and transfer learning technique. 
Transfer learning techniques are performed using the learning processes 
in deep learning models on large datasets (source models) and then 
transferring knowledge to conduct learning on other deep learning 
models with smaller datasets (target models) for the same task (Alzu-
baidi et al., 2021). This study conducted by Ariji et al. (2022) shows the 
target model’s deep learning performance is on par with the source 
model, especially in 200 datasets indicate that the transfer learning 
technique can be a method for transferring knowledge in a relatively 
small dataset. Transfer learning techniques can be a solution for devel-
oping deep learning using large datasets obtained from several in-
stitutions while still protecting the security of patient medical record 
data (Ariji et al., 2022). The study’s findings demonstrate that the target 
model’s deep learning performance is comparable to that of the source 
model, especially in small datasets. While maintaining the integrity of 
patient medical record data, transfer learning techniques can be used to 
construct deep learning using massive datasets collected from many 
institutions (Ariji et al., 2022). 

4.3. Prospects for deep learning applications in the Detection, 
Classification, and evaluation of mandibular ITM on panoramic 
radiographs 

Deep learning has developed because of today’s increasingly 
powerful hardware and software improvements, and it has been used in 
many fields of studies, including oral radiology (Corbella et al., 2021). 
CBCT is widely regarded as the preferred method as well as the gold 
standard for supporting examinations of ITM. CBCT involves maxillo-
facial imaging that uses the most advanced technology; it can display 
three-dimensional images from a cross-sectional view to evaluate the 
incidence or nonexistence of corticalization between the ITM and MC 
(Nasser et al., 2018). Deep learning can also identify and categorize ITM 
with the use of CBCT (Borgonovo et al., 2017; Liu et al., 2022; Orhan 
et al., 2021). On the other hand, CBCT is expensive and requires larger 
doses of radiation, thus, panoramic radiography remains a widely used 
an alternative in the examination of impacted teeth (Whaites and Drage, 
2014), in addition as a preliminary step to determining whether CBCT 
imaging is necessary. In diagnosis, deep learning may be used in 
conjunction with CBCT (Takebe et al., 2022). However, deep learning 
improves the visualization of the pseudo contact of ITM with the MC on 
panoramic radiographs. Therefore, the utilization of CBCT can be 
diminished. (Zhu et al., 2021). 

AI based on deep learning can be applied in clinical practice to assist 
dentists in making a diagnosis quickly and accurately, minimize mis-
interpretations of diagnoses due to high workloads, and speed up the 
interpretation process (Zhu et al., 2021). AI will greatly facilitate the 
screening process in regions with a shortage of radiologists (Celik, 
2022). In the future, the detection, classification, and evaluation of ITM 
in the mandible using panoramic radiographs can be integrated in recent 
applications to support the diagnosis in dental practice, as well as to 
increase the diagnostic accuracy of radiographic examinations. As the 
process of making a diagnosis is still handled by the dentist in charge of 
the patient, dentists and oral radiologists are still in charge of patient 
care. Deep learning or any other AI cannot fully replace dentists or ra-
diologists because of the probability of misdiagnosis, that is, either un-
derdiagnosis or overdiagnosis (Roosanty et al., 2022). 

The findings presented in Table 2 demonstrated the inconsistent 
performance of deep learning in facilitating the diagnosis of impacted 
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teeth across different studies. Regarding the results presented in Table 2, 
further studies on deep learning for medical and dental applications 
should consider using diagnostic performance calculations that are more 
consistent with the diagnostic test commonly employed in medical and 
health studies. 

Bringing together the fields of computer science, radiology, oral 
surgery, and statistical science through collaborative efforts will 

facilitate the development of AI studies that are tailored to satisfy the 
demands of medical and dental practices. However, dentists and dental 
specialists participating in deep learning research are still very few (Choi 
et al., 2022; Zhu et al., 2021). To produce high performance deep 
learning-based CAD that can be applied clinically in dental practice, 
computing experts and dentists should collaborate more in the future to 
develop deep learning. In further research, deep learning can be used to 

Table 3 
Diagnostic Performance of Deep Learning in Evaluating the Relationship Between ITM and MC.  

Authors (Year) Evaluation Relationship with Mandibular Canal Deep Learning Models Numbers of 
Dataset 

Diagnostic Performance 

Accuracy Others 

Vinayahalingam et al., 
(2019) 

Segmentation of mandibular canals U-Net 81 – Dice coefficient: 80.5 
Jaccard index: 68.7 
Sensitivity: 84.7 
Specificity: 96.7 

Fukuda et al., (2020) Contact/ 
Superimposed and 
Non-contact/ 
Non-superimposed 

GoogLe Net 600 92 ± 5  Sensitivity: 88 ± 6 
Specificity: 96 ± 4 
AUC: 93 

Zhu et al. (2021) Contact and Non-contact YOLOv4 503 – Precision: 88.71 
Recall: 91.67 
AP: 83.02 
F1-score: 90.16 

YOLOv4 and Dentist Precision: 93.88 
Recall: 92.00 
AP: 88.06 
F1-score: 92.93 

Choi et al. (2022) Contact and Non-contact ResNet-50 571 72.32 Sensitivity: 84.62 
Specificity: 55.32 

Buccolingual position 80.65 Sensitivity: 86.67 
Specificity: 75 

Buyuk et al. (2022) Segmentation mandibular canals U-Net 1880 99 Dice coefficient: 91 
Jaccard index: 98 

Non-contact AlexNet  80 Sensitivity: 74 
Specificity: 92 
PPV: 79 
NPV: 90 

Contact  Sensitivity: 83 
Specificity: 95 
PPV: 88 
NPV: 94 

Superimposed    Sensitivity: 86 
Specifisity: 88 
PPV: 80 
NPV: 93  

Mandibular third molar roots that crossed the 
mandibular canal.    

Sensitivity: 67 
Specifisity: 96 
PPV: 68 
NPV: 96 

Takebe et al. (2022) Contact YOLOv3 579 89.4 Precision: 89.1 
Recall: 92.5 
F1-score: 90.8 

Sukegawa et al., (2022b) Contact and Non-contact ResNet50 with SAM 
Optimizer 

1279 85.5 Precision: 81 
Recall: 78.5 
F1-score: 79.4 
AUC: 88.3 

ResNet50 with SGD 
Optimizer 

85 Precision: 80.4 
Recall: 78.1 
F1-score: 78.9 
AUC:87.5 

ResNet50v2 with SAM 
Optimizer 

86 Precision: 81.6 
Recall: 79.1 
F1-score: 80 
AUC: 89 

ResNet50v2 with SGD 
Optimizer  

85.3 Precision: 80.9 
Recall: 78.2 
F1-score: 79.2 
AUC: 88.4 

Ariji et al. (2022) Segmentation mandibular canal U-Net with Transfer 
Learning 

881 – Dice coefficient: 
74.9–85.7 
Jaccard index: 
60.7–79.1 
Sensitivity: 71.4–87.1 

AP: Average precision; AUC: Area under the ROC curve; NPV: Negative predictive value; PPV: Positive predictive value. 
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estimate the difficulty level of ITM extraction and radiographs can be 
used to evaluate the depth of impaction of mandibular ITM. The depth of 
mandibular third molars is assessed using two methods: Winters line and 
second molar guides (Whaites and Drage, 2014). Moreover, third mo-
lars, which are still partly erupted and far from the mandibular canal, 
minimize the risk of complications in odontectomy. Further research on 
deep learning to predict the complete eruption position of mandibular 
ITM that are still in dentition will be beneficial in clinical practice (Zhu 
et al., 2021). 

Deep learning can enhance assistance for clinicians by incorporating 
predictive factors such as the complexity of wisdom tooth extraction 
(including the potential need for root division), estimating extraction 
time, assessing the likelihood of root adhesion, and considering their 
relationship with the mandibular canal. Nevertheless, acquiring this 
data presents challenges as it relies on clinical information. Considering 
this issue, the development of AI for CAD necessitates multidisciplinary 
collaboration among clinicians, radiologists, and computer scientists 
(Montagnon et al., 2020). From a clinical standpoint, radiologists should 
collaborate with oral surgeons to determine the problem formulation, 
which demands precise diagnosis and treatment planning for patients. 
Meanwhile, oral radiologists and computer scientists must collaborate 
for the development of imaging examinations with the best visualiza-
tion, beginning with annotation, segmentation, training, testing, and 
validation, ensuring that deep learning works precisely based on the 
needs of clinicians in dental practice. 

5. Conclusion 

Deep learning-based AI applications show high performance in the 
detection, classification, and evaluation of mandibular ITM to the MC on 
panoramic radiographs. With or without the combined usage of other 
techniques, deep learning architectures used are continually being 
developed. Deep learning-based AI can be improved and used in clinical 
practice to aid dentists in diagnosing patients more accurately. A 
multidisciplinary approach involving clinicians, radiologists, and com-
puter scientists must be developed to accomplish this goal. 
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