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Abstract
Cardiovascular diseases are a major cause of mortality and morbidity. Fast detection of life-threatening emergency events 
and an earlier start of the therapy would save many lives and reduce successive disabilities. Understanding the specific 
risk factors associated with heart attack and the degree of association is crucial in the clinical diagnosis. Considering the 
potential benefits of intelligent models in healthcare, many researchers have developed a variety of machine learning 
(ML)-based models to identify patients at risk of a heart attack. However, the common problem of previous works that 
used ML concepts was the lack of transparency in black-box models, which makes it difficult to understand how the model 
made the prediction. In this study, an automated smart recommender system (Explainable Artificial Intelligence) for heart 
attack prediction and risk stratification was developed. For the purpose, the CatBoost classifier was applied as the initial 
step. Then, the SHAP (SHapley Additive exPlanation) explainable algorithm was employed to determine reasons behind 
high or low risk classification. The recommender system can provide insights into the reasoning behind the predictions, 
including group-based and patient-specific explanations. In the final step, we integrated a Large Language Model (LLM) 
called BioMistral for chatting functionally to talk to users based on the model output as a digital doctor for consultation. 
Our smart recommender system achieved high accuracy in predicting a patient risk level with an average AUC of 0.88 
and can explain the results transparently. Moreover, a Django-based online application that uses patient data to update 
medical information about an individual’s heart attack risk was created. The LLM chatbot component would answer user 
questions about heart attacks and serve as a virtual companion on the route to heart health, our system also can locate 
nearby hospitals by applying Google Maps API and alert the users. The recommender system could improve patient 
management and lower heart attack risk while timely therapy aids in avoiding subsequent disabilities.

1  Introduction

Annually, 17.9 million deaths are caused by cardiovascular diseases (CVD). Four out of five of those cases happen due to 
heart attacks and strokes [1]. There are several contributing factors to CVD, including smoking, diabetes, hypertension, 
age, and genetic predisposition [2]. There exist significant indicators of a heart attack including shortness of breath, cold 
sweating, pain in the different parts of the body, headache, etc. [3]. The World Health Organization (WHO) anticipates that 
CVD will persist as a leading cause of death, representing a notable risk to human life in the future, potentially extending 
after the year 2030. CVD emerges as a worldwide health problem, expecting the essential requirement for the advance-
ment of efficient detection techniques [4].
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Gathering, processing, and evaluating health parameters measured in patients enhance to prediction of risk factors 
and the early-stage management of illnesses [5, 6]. Machine learning (ML) techniques play a significant role in predict-
ing diseases by utilizing a large amount of data produced by the healthcare field. The Artificial Intelligence (AI) can 
strengthen machine learning’s precision and speed, providing the approach for multiple healthcare challenges including 
the screening of cardiovascular diseases [4, 7]. Furthermore, clinical models incorporating polygenic risk scores have 
shown potential in improving the detection and management of cardiovascular diseases [8].

Recommender systems encompass software tools and techniques that offer recommendation of items likely to benefit 
a user [9]. The incorporation of recommender systems in the fields of electronic medicine and health has not yet been 
thoroughly explored in academic research [10]. The integration of recommender systems into healthcare services has the 
potential to impact preventive healthcare by improving health outcomes, cost-effectiveness, and enhanced experiences 
for both patients and healthcare providers. The exploration of recommender systems in preventive healthcare holds 
advancements in precision medicine [11]. Automated tools developed using ML models showed promises in detecting 
underdiagnosed conditions like peripheral artery disease (PAD), and improving cardiovascular health outcomes [12]. It 
was stated that there are still very few AI-based recommender systems being used in the clinical field [13–16].

The technical evolution of Large Language Models (LLM) plays a crucial role in the AI community, and LLM would 
change the way of development and application of AI algorithms [17]. In the future, the early cardiac diagnostics pattern 
will be focused on heart attack preventive medicine. The support of AI techniques for non-invasive medical imaging and 
different machine learning models has been studied in recent years [18, 19]. It is important to find out an increased risk 
of a heart attack early and treat it with preventive drugs before the need to use more complicate forms of therapy [20]. In 
recent years, LLMs have been applied in healthcare and demonstrated their significant roles [21], for example, using them 
for diagnosis or serving as prognostic tools [22, 23], notably in clinical settings by predicting heart attack risk [24, 25].

However, it is necessary to develop the predictive models and fill out the research gaps in the current detection 
approaches, such as the lack of transparency in black-box models, which makes it difficult to understand the prediction 
process [26]. Most of the LLMs are formulated as chatbots intended for general use, current scholarly investigations 
have been concentrated on the creation of specialized variations suitable to the medical field, for example, Meditron or 
BioMistral. These Chatbots are achieved through the augmentation of the training dataset of LLMs with medical exper-
tise [21, 27]. Despite the attention surrounding the widespread adoption of ChatGPT, fine-tuning is the most effective 
approach for enhancing performance in two essential biomedical tasks of natural language processing and optimal 
outcomes achieved through fine-tuning BioBERT, which yielded superior results in both reasoning (F1: 0.80–0.902) and 
classification (F1: 0.85) tasks [28]. In a recent publication, an IoT-based heart disease monitoring system has been studied 
by researchers in the predictive healthcare field. That system monitors the patients’ physical features, and also related 
environmental indicators. Four different data transmission modes were produced as the results of that study, and the 
models were able to balance conditional healthcare, support communication, and computing resources [29].

In this study, the capabilities of recommender systems were improved and empowered with an AI model, CatBoost, 
that specializes in medical interactions by incorporating an LLM, BioMistral. The user can interact with the model holisti-
cally and manage their stroke risks in real-time. The risk factors that can be measured using smart monitoring wearable 
devices are called dynamic, while other risk factors obtained from users directly are static. This system collects both types 
to predict a heart attack risk and explains the results transparently, which will be accessible on a website for patients 
and clinicians.

2 � Methods

2.1 � Overview

The smart health recommendation system in this study identifies and prioritizes factors that are most significant in pre-
dicting the risk of a heart attack. Specifically, a method was introduced for predicting the risk of heart attack by collecting 
dynamic and static data from the patient using a website and wearable device. In the first step, using the collected data-
set, a CatBoost classifier [30] was applied to build a stroke classification model. Then, utilize the SHAP method [31, 32] to 
identify the key factors that significantly impacted the risk assessment. Finally, the results of the patients are presented 
on the website. The system would receive a warning notification when any risk factors were out of the normal range of 
values. The recommender system can also generate a patient-specific PDF report along with the closest hospitals on 
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the map to provide comprehensive guidance to the users. Figure 1 shows the schematic flowchart of the steps for the 
proposed recommender system.

1.	 The user information is obtained from the web application and smartwatch.
2.	 In the data processing step, static data can be manually entered, and dynamic data can be retrieved from wearable 

devices.
3.	 The Django framework saves patient data securely based on an individual user account.
4.	 Creates a model from the training dataset for classification and performs heart disease prediction using the test 

dataset.
5.	 Builds CatBoost classifier. Then, the effect of each parameter on prediction is ranked and visualized using the SHAP 

explanation.
6.	 The Django Web framework produces a patient-specific report and bar charts describing each parameter’s effect on 

prediction and risk outcome. The map with the nearest hospitals is generated by taking the patient’s location.
7.	 A fine-tuned LLM called BioMistral, specifically trained by biomedical data (PubMed data), acts as a heart risk chatbot 

to communicate with each user and answer user-specific questions based on user information and CatBoost classifier 
output.

2.2 � Patient dataset and data preparation

The heart attack dataset from the IEEE Dataport [33] was used in this study, which contains 1,190 patient information and 
11 risk factors with a heart attack risk outcome. The output response is the heart attack risk presented by 1 or 0 to show if 
there is a risk or no risk, respectively. The 11 risk factors used for predicting the risk of heart attack are as follows: age, sex, 
chest pain type (cp), resting blood pressure (trestbps), cholesterol (chol), fasting blood sugar (fbs), resting electrocardio-
graphic result (restecg), maximum heart rate achieved (thalach), exercise-induced angina (exng), ST depression induced 
by exercise relative to rest (oldpeak), lope of peak exercise (slope). Following data collection, the data preparation steps 
included data cleaning, risk factor selection, data transformation, balancing, and splitting. To address the significant 
gender imbalance in the dataset (consisting of 901 males and 289 females), we applied an undersampling technique to 
the male population to equalize the number of male and female patients. After cleaning the data by removing missing 
values (one case of zero resting blood pressure, one case of zero ST slope value and 172 cases of zero cholesterol value), 
the final dataset contains 542 patient information, consisting of 270 female and 272 male patient information. The dataset 
was divided into two independent subsets: the training set (80%): 433/542, and the testing set (20%): 109/542. Moreover, 
the Spearman correlation was applied to examine the correlation between risk factors (Table 1).

2.3 � Heart attack risk classification model

To construct a classification model, the CatBoost classifier was opted [30]. This ML algorithm possesses the unique capabil-
ity to handle categorical features directly, eliminating the need for additional preprocessing procedures. Our selection of 
CatBoost was motivated by its user-friendly nature, efficiency, and exceptional suitability for handling categorical data. 
The number of iterations and learning rate for model training were set to 1000 and 0.2, respectively.

Fig. 1   A diagram showing the steps of the proposed method
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2.4 � SHapley Additive exPlanations (SHAP)

To explain the output of our ML model, the SHAP technique was conducted. It calculates the values for each feature, 
stating the contribution to the classification model’s decision, which are called SHAP values [31, 32]. The SHAP tech-
nique can produce the SHAP values for each feature output without depending on the relation between the feature 
and the label.

2.5 � Global‑based explanation

The SHAP method can generate group-based model explanations, enabling the assessment of feature importance 
for the whole dataset. Analysis of the mean and variance of the SHAP values of the features allows us to understand 
how the model predicts outcomes for that particular group. Utilizing the complete dataset, we assigned SHAP values 
to each risk factor and ranked them based on global importance.

2.6 � Local‑based explanation

In SHAP, local explanations are used to provide insights into predicting a specific instance, such as different age 
groups, going beyond general global explanations of the model. The results give an understanding of risk factors, 
including their ranking with SHAP values. Using this explanation, we can identify the main contributed risk factors 
for the specific patient or one instance in the dataset.

2.7 � Model evaluation methods

This study used various ML evaluation methods. Accuracy, precision, F1 score, recall, and the Cohen Kappa score [34] 
were calculated to observe the results of the CatBoost classifier model. These evaluation techniques were observed 
to improve our model’s performance by setting different iterations and learning rates.

2.8 � Django‑based web framework

Django was utilized for our heart attack prediction model, an open-source framework that employs the Model Tem-
plate View (MTV) architecture and has robust security features. Integrating Python with HTML, CSS, and JavaScript, 

Table 1   Spearman correlation shows the correlation between risk factors

Age Sex cp trtbps chol fbs restecg thalachh exng oldpeak slp Output

Age 1.0 −0.17 0.19 0.27 0.20 0.18 0.15 −0.32 0.17 0.37 0.20 0.28
Sex −0.17 1.0 −0.03 −0.15 −0.18 0.01 −0.09 0.09 −0.04 −0.28 −0.53 −0.01
cp 0.19 −0.03 1.0 0.05 0.11 0.01 0.21 −0.15 0.34 0.198 0.25 0.45
trtbps 0.27 −0.15 0.05 1.0 0.17 0.08 0.1 −0.03 0.2 0.21 0.20 0.14
chol 0.20 −0.18 0.11 0.17 1.0 0.11 0.17 −0.01 0.14 0.12 0.1 0.18
fbs 0.18 0.01 0.01 0.08 0.11 1.0 0.13 −0.08 0.1 0.03 −0.01 0.11
restecg 0.15 −0.09 0.21 0.1 0.17 0.13 1.0 0.01 0.09 0.13 0.13 0.19
thalachh −0.32 0.09 −0.15 −0.03 −0.01 −0.08 0.01 1.0 −0.15 −0.23 −0.22 −0.12
exng 0.17 −0.04 0.34 0.22 0.14 0.10 0.09 −0.15 1.0 0.26 0.25 0.42
oldpeak 0.37 −0.28 0.2 0.21 0.12 0.03 0.13 −0.23 0.26 1.0 0.52 0.35
slp 0.2 −0.53 0.25 0.20 0.1 −0.01 0.13 −0.22 0.25 0.52 1.0 0.31
Output 0.28 −0.01 0.45 0.14 0.18 0.11 0.19 −0.12 0.42 0.35 0.31 1.0
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the system serves as an interface for patients and clinicians, providing access to a machine-learning model for heart 
attack prediction and enhancing stroke risk management.

2.9 � Data security

Besides patient risk prediction, the system includes a practical feature to display nearby hospitals on a map for quick 
access utilizing a Google Maps API. Another feature called real-time health alerts notifies users of deviations from normal 
metrics, urging immediate medical consultation. With a user-friendly interface, the system can encourage proactive health 
management, reducing heart-stroke risks. Moreover, data security is ensured through a PostgreSQL database, employing 
SHA256 encryption for patient data integrity and privacy. This setup allows for secure data storage and retrieval, which 
is essential for maintaining accurate patient records and analysis.

2.10 � Data collection from smartwatch‑based wearable device

To enhance the data collection process, the web application incorporates a wearable Smartwatch (GalaxyWatch 5) allow-
ing them to acquire their heartbeat data, measured live through the smartwatch. ECG and BPM measurements in the 
Samsung Galaxy Watch 5 were approved by Health Canada, this was the reason behind the selection of this model. 
Users can directly transmit their heartbeat and blood pressure data to the system via Smartwatch through the use of our 
native application that integrates the user’s current heartbeat and measured user blood pressure from the smartwatch. 
The Galaxy Watch 5-based Smartwatch (Health Canada approved) running on the Google Wear operating system was 
employed to integrate it into our Django framework. The development process took place within the Android Studio 
framework. The data collected from the smart wearable device is converted into a JSON file and then transmitted to the 
web application using a socket API. Subsequently, the web application processes the received data.

2.11 � LLM—BioMistral + LangChain

Integrating the LLMs into healthcare applications marks a critical evolution in the domain. To create a conversational 
LLM model that will accurately answer users’ questions and give up-to-date scientific information, the BioMistral 7B was 
employed in our heart attack risk recommender system. In detail, this model, trained (fine-tuned) on biomedical data such 
as PubMed, was employed to function as a heart risk chatbot, delivering patient-specific explanations and responses. To 
achieve this, we used initial prompts to configure the LLM to behave like a heart expert, followed by patient-specific input 
(clinical data) as context, allowing the model to generate personalized responses. The benchmarks for assessing the LLM’s 
performance in this specific application, there is a lack of a dedicated dataset for stroke-specific question-answering, so 
we relied on both human evaluation and existing benchmarks to assess our LLM’s performance in the biomedical domain. 
The established benchmark evaluations of BioMistral 7B had shown superior performance across several medical evalu-
ation datasets, including [35, 36]. In addition, a dedicated endpoint from Hugging Face and implemented Langchain 
with a conversational chain were integrated to enhance its functionality as a conversational agent. The prompt template 
from Langchain is populated dynamically with user-specific data to enhance context awareness. This role-specific and 
prompt strategies approach enables BioMistral to provide targeted assistance, reflecting a significant step forward in 
minimizing errors and enhancing the utility of LLMs in healthcare settings.

3 � Results

3.1 � Evaluation of the proposed recommender system

The developed Django-based smart recommender system effectively enabled user operations such as account creation 
and data storage (Fig. 1). This system collected user data, including static inputs from the website and dynamic inputs 
from a smartwatch, transmitted via a socket API and converted to JSON files (Steps 2 and 3). The prediction model then 
processed these risk factors to generate heart attack predictions (Step 4), with results displayed on the website, including 
model predictions and a patient-specific SHAP explanation (Fig. 3).
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3.2 � Model evaluation

In this study, we created a CatBoost classifier model using a dataset of 433 patients (80% of the original dataset) for 
training and 109 for testing. The evaluation results showed that the model achieved an average AUC (Area Under the 
Curve) of 0.88; the Cohen Kappa score, which measures inter-rater agreement, was 0.76. Additionally, the weighted 
average f1 score, a measure of precision and recall, was calculated as 0.92.

3.3 � Global‑based explanation

The SHAP method was used to understand individualized predictions and to identify key risk factors associated with 
it. SHAP works by affecting a SHAP value to each feature, which reflects its contribution to the outcome. The risk 
factors were ranked according to their SHAP value. The highest-ranked risk factors are considered the most crucial 
heart attack risk-related variables. The result (not shown) displayed the top 5 factors that exert the most significant 
influence on the final prediction, indicating that the number of major vessels chest pain (cp), slp, age, sex and oldpeak 
were the most influential features on the prediction outcome respectively. Figure 2 represents the SHAP explanation 
results.

Fig. 2   Global-based explanation and Local-based explanation. Group-based explanations were derived based on age (under 48 and over 
48)
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3.4 � Local‑based explanation

Local explanations in Fig. 2B, C provide the contribution and weight of each risk factor for different age groups with a 
cutoff age of 48. The results give risk factors associated with different age groups based on their ranking with SHAP values.

3.5 � Patient‑based explanation

User information and individualized recommendation output contribute to the prediction of individual patients. For 
example, a selected 62-year-old man with the following characteristics: chest pain—4, resting blood pressure—138, 
cholesterol—294, fasting blood sugar—1, resting electrocardiographic result—0, maximum heart rate achieved—106, 
exercise-induced angina—0, ST depression induced by exercise relative to rest—1.9 and lope of peak exercise—2. The 
model’s prediction was accurate as it matched the actual class from the dataset, indicating that the individual has a risk 
of a heart attack (Fig. 3).

3.6 � User‑centric role‑based system access

Clinicians can securely access patient data, review predictions and risk factors, and make better decisions based on 
SHAP results through the login function of this smart recommender system. This system supports two unique user 
roles: the physician, who serves as the system administrator, and the patient, who uses the system for personal health 
management. The clinician has complete control, including access to patient records, issue alerts, and receive messages 
about increased heart attack risks. Whereas patients can securely store their information, input risk factors, and receive 
personalized analysis. Overall, the login functionality enhances usability and security for both clinicians and patients. It 
provides seamless and personalized access, fosters collaboration, and improves the effectiveness of cardiovascular risk 
assessment and management. The program runs on a remote web server in the cloud and is easily accessible from a 
variety of locations. To maintain the confidentiality of patient data, strong encryption (namely SHA256) is used. Access 
to this sensitive information is limited to registered users and clinicians with administrative access.

3.7 � Integration of BioMistral 7B as an AI healthcare assistant

BioMistral 7B distinguishes itself from generic LLM by using a customized approach to medical tasks, which leads to 
better dependability and a lower occurrence of hallucinations.

Based on previously created reports, it allows patients to participate in interactive discussions regarding the state of 
their cardiovascular health. Utilizing the refined BioMistral model, the AI assistant offers customized responses based on 
data unique to each patient. The created chatbot can respond to questions about heart attack and cardiovascular health 

Fig. 3   Patient-specific risk 
factor ranking, generated by 
the automated online recom-
mender system for John Doe 
(an anonymous user) using 
the SHAP method
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and associate its answers with specific patient features and stroke risk factors. Moreover, when queries are asked without 
context, it can pull data from the Internet and wrap its answers with the patient’s specific health recommendations.

4 � Discussion

The emergence of LLMs has marked a significant breakthrough in natural language processing (NLP), leading to remark-
able advancements in text understanding and generation [37]. This study proposed an online recommender system 
to predict heart attack-associated risk and rank patient-specific risk factors that matters clinicians and ordinary users. 
To make the user experience more personal and interactive, a fine-tuned LLM, BioMistral, was added, specifically cre-
ated for biomedical data processing. Explainable recommendation refers to personalized recommendation algorithms 
that not only provide users with recommendations but also provide an explanation for why a specific item has been 
recommended [38, 39]. According to statistics, approximately one-third of Americans go online to research their health 
problems, and they also use social networks to reach out to others with similar health conditions [40].

We integrated a framework that collects data from the user, and Smartwatch and then displays the heart attack risk 
results with the user’s data. The CatBoost classifier model accurately predicted heart attack risk, relying on the dataset 
of 542 patients’ data. The model produced an average AUC of 0.88 and a Cohen Kappa score of 0.76 for the test dataset. 
The results showed that model produced a high level of accuracy in predicting the risk of a heart attack for individual 
patients. AI strategy highlights the key risk factors that have a significant impact on the final prediction, with taller bars 
representing higher SHAP values and indicating a greater influence (Fig. 2).

Notably, the addition of the LLM model to our system improved the process of patients understanding their stroke 
risk since the LLM is trained on vast clinical data and biomedical scientific papers. The chatbot component would answer 
user questions about heart attacks and other relevant problems will also serve as a virtual companion on the route to 
heart health, explaining medical terminology, providing lifestyle advice, and clearing up common misconceptions. For 
the convenience of users, our system can locate nearby hospitals by applying Google Maps API and implementing a 
real-time alert functionality when there is a case of abnormal blood pressure or heart attack signs. Current proprietary 
LLMs are promising. Nevertheless, the potential threats to privacy linked with the collection and manipulation of per-
sonal information are frequently not valued or ignored. Numerous users lack sufficient awareness regarding the extent 
to which their data is gathered, whether this data is transmitted to third parties, or the level of security and duration of 
storage [41]. Some researchers have surveyed the state-of-the-art security and privacy challenges in big data as applied 
to the healthcare industry and assessed how security and privacy issues occur in the case of big healthcare data [42].

Nonetheless, our Django website can be accessed through the link below: https://​www.​mamat​janlab.​com/​heart/, 
where users can create an account by entering their username, email, and password. To log in, users need to write their 
username and password. The user data is secured and encrypted in the database. Considerably, our online recommender 
system ensures the security and privacy of the patient’s data through encrypted storage through the PostgreSQL data-
base, following the best practices of data management. For dynamic data retrieval, we used the Samsung Galaxy Watch 
5, where we built a watch application with the Android Studio framework. With this application, individuals can measure 
their heart rate and blood pressure along with sending the collected data to the web application using the socket API 
to perform the prediction and explain the results.

There is a limitation with the current smartwatches as they are not as precise as a medical-grade device. However, 
with this Health Canada approved smartwatch, users can dynamically measure their heart attack risk and receive early 
warning as a pre-assessment tool that guides users in taking preventative measures. The smart recommender system can 
be used by patients to predict heart attack risk and identify patient-specific risk factors. Clinicians can use this system to 
predict the heart attack risk of the patient along with viewing the most influential risk factors. Thus, it may guide them 
to understand underlying risks and further take the right steps to prevent heart disease from occurring in the first place.
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