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Abstract

In humans, most of our new memories are in some way or another related to what we have already experienced. However, in memory research,
especially in non-human animal research, subjects are often mostly naive to the world. But we know that previous knowledge will change how
memories are processed and which brain areas are critical at which time point. Each process from encoding, consolidation, to memory retrieval will be
affected. Here, we summarise previous knowledge effects on the neurobiology of memory in both humans and non-human animals, with a special focus
on schemas - associative network structures. Furthermore, we propose a new theory on how there may be a continuous gradient from naive to expert,

which would modulate the importance and role of brain areas, such as the hippocampus and prefrontal cortex.
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Introduction

Once we have reached adulthood, we rarely learn new informa-
tion in isolation. Instead, most of what we experience will fit into
what we know in some way or another. However, in most non-
human animal research, the subjects are naive to the world and
have had very little experiences in life. This is in harsh contrast to
the adult human we are trying to model. This discrepancy is quite
surprising since we do know that previous experience influences
how new memories are processed (Bartlett, 1932; Harlow, 1949).

In general, our memories tend to be stronger either when
the encoded material ‘fits’ into our previous knowledge or
when the information is completely novel (Fernandez and
Morris, 2018; Van Kesteren et al., 2012). However, the mecha-
nism underlying how these memories become long lasting is
thought to be different for each case (for review, please see
Duszkiewicz et al., 2019). Very novel experiences will lead to
increased neuronal firing within the locus coeruleus, which
releases dopamine into the hippocampus and strengthens the
memory trace within this brain area (Genzel et al., 2017,
Takeuchi et al., 2016). In contrast, if the new experience fits
into what we already know, increased memory reactivations
that occur later during non-rapid eye movement (NonREM)
sleep lead to the consolidation of the hippocampal memory
trace to the cortex (Genzel et al., 2014, 2017; McNamara et al.,
2014). In humans, the very novel side of the spectrum is most
likely quite rare once we reached adulthood. In contrast, mem-
ory research in non-human animals will rarely be in the context
of much pre-existing knowledge.

However, the mechanistic complexity does not stop there.
Even within the realm of updating information that is easily
incorporated into pre-existing knowledge, there seems to be a
gradient. The more something fits into your previous knowledge,
the faster it can be incorporated into that pre-existing network. It
has been shown that schemas — associated network structures that
encode knowledge — lead to the acceleration of the systems con-
solidation process and thus, consolidation from the hippocampus
to the cortex occurs in days rather than weeks (Tse et al., 2007).
And again it is important to point out that memory research in
humans will range across the whole spectrum of some to exten-
sive previous knowledge, while research in non-human animals
involving any or even extensive previous knowledge is currently
incredibly rare.

The concept of previous knowledge, more specifically, the
idea of memory schemas, is relatively old within human research
(Bartlett, 1932). However, these psychological concepts only
began to be studied using animal models in 2007 (Tse et al.,
2007). This seminal study by Tse and colleagues led to a renewed
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Table 1. Schema definitions from other reviews.

Authors Definitions

Fernandez and Morris (2018) -

Framework of acquired knowledge, skills or attitudes

- Network of connected neurons
- Memory traces of associated information
- When activated, can affect the processes of memory encoding, consolidation and retrieval

Van Kesteren et al. (2012) -

Pre-existing network

- Interconnected neocortical representations
- Affects the processing of new information

Ghosh and Gilboa (2014) -

Associative network structure

- Based on multiple experiences
- Lacks unit detail

- Adaptable

- Expedites long-term memory
- Hierarchical organisation, cross-connectivity and chronological relationships
- Embedded response options

Bartlett (1932) -

Active organisation of past experiences

- Always active during an organic response

interest in the concept in both animal and human research, with a
special focus on understanding the neurobiology of previous
knowledge and memory schemas.

In this review, we will highlight different findings related to
how previous knowledge affects memory consolidation in both
humans and animals and discuss the possible roles for both hip-
pocampus and cortical areas.

Previous knowledge and schemas

The term schema was defined in 1932 by Bartlett (1932) as an
active organisation of past reactions or experiences, which would
always be operating during a well-adapted organic response. In a
more current definition by Fernandez and Morris (2018), a
schema is a framework of acquired knowledge, skills or attitudes
implemented within a network of connected neurons in which the
memory traces of associated information have been stored that,
when activated, can alter the manner in which new information is
processed, including memory encoding, consolidation and
retrieval.

Van Kesteren et al. (2012), regarding human research, define
a schema as a pre-existing network of interconnected neocortical
representations that affect the processing of new information.

In their review, Ghosh and Gilboa (2014) define schema as an
associative network structure, which is based on multiple similar
experiences but lacks unit detail and is adaptable. As such, it
expedites long-term memory at both encoding and retrieval lev-
els. Furthermore, schemas are sensitive to chronological relation-
ships, hierarchical organisation, cross-connectivity and embedded
response options (see Table 1).

Since we will summarise human and rodent studies in this
review, it is important to understand that in humans, most of
what is learned is rarely completely novel once adulthood is
reached; the many years of experience have created knowledge
structures over time that can be harnessed for new learning. In
contrast, in laboratory rodents, which start their lives in a non-
natural, simplified environment of a home cage, are only sub-
jected to what the experimenters may expose them to; their

prior knowledge is very limited. Thus, by default, most human
and non-human animal memory research will differ in the
amount of previous knowledge. It can be incredibly difficult to
accumulate enough previous knowledge in rodents for it to
count as a schema as defined by the above authors. Overall, in
recent years, many rodent memory studies referred to schemas,
despite the fact that they would not fulfil the above-mentioned
criteria but instead only comprise very little previous knowl-
edge. Furthermore, many of the features described above are
very difficult to test in rodents, in which, for example, unit
detail is almost impossible to assess since we cannot ask the
rodent in which level of detail memories are present. Instead,
simple responses, such as digging, swimming or path finding,
are measured, which can be explained by different types of
memory quality or memory process.

Previous knowledge will affect learning in many different
ways and many sub-characterisations have been described in
human psychology, such as expert knowledge (Bellezza and
Buck, 1988), schema (Bartlett, 1932), scripts (Schank and
Abelson, 1977) and learning sets (Harlow, 1949). These different
types of previous knowledge are hard, if not impossible, to dif-
ferentiate in non-human animal research, but we attempt to sum-
marise memory effects across species in this review, we will
refrain from using such specific terms and instead try to refer to
previous knowledge as an overall concept.

Finally, previous knowledge can influence learning through
different processes, such as curiosity (Gruber Matthias et al.,
2014), attention (Kruschke, 2006) and many others, but again
since these are hard to discriminate in non-human animals and
would also reach beyond the scope of this review, we will refrain
from discussing them here (for other reviews, see Gottlieb and
Oudeyer, 2018).

Previous knowledge studies in
humans

Tabula rasa or ‘blank slate’ refers to the concept that an individ-
ual is born without innate mental content and that we thus have to
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gain all knowledge through experience. Knowledge build-up
throughout life requires coordinated activity between the hip-
pocampus and medial prefrontal cortex (mPFC; Sweegers et al.,
2014) and is thought to facilitate the processing of new informa-
tion, possibly by providing a structure into which the incoming
information can be easily integrated.

During the last decade, a variety of experiments measuring
varying levels of prior knowledge (i.e. from newly learned infor-
mation within the experiment up to testing common, pre-existing
world knowledge) have been investigated using human partici-
pants. These have tested, for instance, hierarchical rules about
non-existent objects (Brod et al., 2015) (see Figure 1(a)), newly
learned visual-spatial layouts (van Buuren et al., 2014) (see
Figure 1(b)) similar to experiments performed in rodents (Tse
et al., 2007, 2011), rule-like associations between known objects
(Preston and Eichenbaum, 2013; Zeithamova et al., 2012) and
pre-existing real-world knowledge (Van Kesteren et al., 2014)
(see Figure 1(¢)) to determine how new information is integrated
into the existing knowledge network during the different stages
of memory formation (i.e. encoding, consolidation and retrieval).

Though humans provide a wider range of cognitive skills than
other animals, which can be used to investigate previous knowl-
edge, it is more difficult to look at the dependency of particular
brain regions as human studies are mostly observational (e.g.
functional magnetic resonance imaging (fMRI)), though
advances in interventional studies (e.g. transcranial magnetic
stimulation (TMS)) are being made (Berkers et al., 2017; Bovy
et al., 2020). This is in contrast to rodent studies, in which the
effect of temporary and state-dependent inactivation (i.e. during
encoding/consolidation/retrieval) on schema can be examined in
addition to the effects of lesions in specific brain regions.
Moreover, most human studies use pre-experimental knowledge,
and test item and non-spatial associative memory, while rodent
studies use previous knowledge learned during the experiment
related to, for example, item-location associations within a com-
plex spatial layout. This means that, to date, previous knowledge
studies in humans and other animals differ substantially. In the
following sections, we will look at the effects of previous knowl-
edge on the different stages of memory formation and updating in
humans, and since humans research is quite extensive on the gen-
eral topic of previous knowledge and can differentiate between
different types of previous knowledge, we will focus on schema
studies specifically and summarise the results of many different
studies.

Effects of previous knowledge on encoding in
humans

The encoding of new information can form both the basis for a
new schema as well as adjusting or adding to an existing schema.
Most human studies examine encoding of new information
within pre-existing knowledge, so we will summarise here the
effect of schema on encoding of new information in humans.
When incoming information can be directly linked to a pre-
existing schema, the mPFC appears to be the main cortical node
responsible for memory encoding (Van Kesteren et al., 2010a,
2013), which it does through both strengthening of cortico-corti-
cal functional connections and at the same time, by inhibiting the
hippocampus (Van Kesteren et al., 2013). The involvement of the

mPFC in schema memory processing is furthermore supported
by the results from studies using TMS during schema encoding
(Berkers et al., 2017; Bovy et al., 2020) and a study using the
Deese—Roediger—McDermott (DRM) paradigm (Roediger and
McDermott, 1995) in patients with ventromedial mPFC (vmPFC)
lesions (Warren et al., 2014). However, hippocampal activity is
increased and the hippocampus—mPFC connection is strength-
ened when incoming information is novel, and therefore incon-
sistent with existing schemas (Bein et al., 2014; Van Kesteren
et al., 2013). This may be a strategy used to prevent new but
inconsistent information interfering with the existing structured
knowledge representations stored within the neocortical
network.

The degree of hippocampal involvement during the encoding
of new information seems to not only depend on the novelty of
the new information but also on the complexity of the schema in
which the new information is to be encoded. Van Buuren et al.
(2014), for instance, show that the hippocampus is involved
when new information in a visual-spatial layout is to be inte-
grated into a newly learned, and thus still simple, schema.
Similarly, Van Kesteren et al. (2018) show hippocampal involve-
ment in translating previous spatial knowledge (i.e. a newly
learned spatial schema) into new goal-directed behaviour.
However, Coutanche and Thompson-Schill (2014, 2015) show
that fast mapping (i.e. the new to-be-encoded item is presented in
the context of a known, real-world item during learning) can
completely bypass the hippocampus, likely due to the complexity
of the existing schema (but for controversy, also see Cooper
et al., 2019). Furthermore, while the encoding of schema-related
events appears to be resilient to pre-encoding sleep loss, encod-
ing of unrelated events is not (Alberca-Reina et al., 2014).
Alberca-Reina et al. (2014) suggest that sleep loss-related encod-
ing impairment of schema-inconsistent information is likely due
to the fact that these memories require a higher level of hip-
pocampal engagement.

In conclusion, although hippocampal-mPFC connectivity is
reduced during the encoding of schema-related associations in
humans, this type of encoding is not completely independent of
hippocampal involvement. Thus far, the amount of hippocampal
involvement during encoding seems to mainly depend on the
novelty or familiarity of to-be-encoded information and the com-
plexity of the existing schema. This means that, if the new infor-
mation fits within an existing knowledge structure, more
cortico-cortical connections are involved than in the case when
the new information does not fit as well.

Effects of previous knowledge on
consolidation in humans

Newly encoded memories need to be consolidated offline (e.g.
during sleep) and integrated within existing knowledge structures
to be able to persist over long time periods. One idea is that mem-
ory reactivations during sleep enable the updating of the cortex
(long-term memory) by the hippocampus (short-term memory
buffer) through coordinated neuronal activity and/or reactiva-
tions (Marr, 1970, 1971). Here, we summarise studies that exam-
ined the effect of schema on memory consolidation in humans.
In general, consolidation requires context-guided retrieval of
previously acquired memories to facilitate the integration of the
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Figure 1. Examples human schema studies.

Overview of representative examples from human schema studies ranging from using intra-experimental new schema build-up of non-existent objects to testing pre-existing real-
world knowledge. (a) Study design from Brod et al. (2015) in which participants acquired a new schema within the experiment through trail-and-error learning about the outcome
of a race between two “fribbles’ (i.e. non-existing objects). After learning the hierarchy, participants learned both congruent (i.e. winner according to hierarchy) and incongruent
(i.e. winner does not fit the hierarchy) pairs during the following encoding phase on which they were tested during the retrieval phase the next day. (b) Study design from Van
Buuren et al. (2014) in which participants over multiple days had to learn associations between known objects and their location on both a schema board (i.e. object locations
were the same on each encoding day) and no-schema board (i.e. object locations changed during each encoding day) with the help of both intra- and extra-board cues. On the

last encoding day (Day 4), open spaces on both boards were filled with new objects. In addition, the objects on the no-schema board changed location again. On the retrieval day,
participants were presented with an empty (schema/no-schema) board and had to retrieve the location of one of the objects. (c) Study design from Van Kesteren et al. (2013) in
which participants had to memorise pairs of photographs portraying one known object and one real-world scene which were either congruent (i.e. they co-occur in the real world) or
incongruent (i.e. they do not co-occur in the real world). The next day, the participants were tested on their item recognition followed by an associative memory task.
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new memories within pre-existing knowledge. Integration of
new information, and thus, modification of the existing schema
structure, is a continuous process. In the end though, it is neces-
sary to reach an equilibrium that adapts schemas to be consistent
with the external reality (Preston and Eichenbaum, 2013). Only
then will schemas be able to support novel inferences between
indirectly related events (e.g. if A is linked to B and B linked to
C, then A is also linked to C) and thus generalise towards new
situations. Similar to encoding, the involvement and extent of
involvement thereof, of certain brain regions during consolida-
tion of new information, depend on how consistent this informa-
tion is with already existing schemas or whether a new schema
needs to be formed. For instance, hippocampal—prefrontal inter-
actions are sustained during the resting period following schema
formation, whereas these interactions are fewer when the newly
encoded information fits within an existing schema (Van Kesteren
et al., 2010a). In addition, offline reactivations of neuronal pat-
terns in these brain regions, originally active during encoding,
seem to facilitate the consolidation of newly formed schemas
(Preston and Eichenbaum, 2013). Similar oftline hippocampal—
cortical interactions have also been found during rest following
an associative encoding task (Tambini et al., 2010).

Depending on the amount of previous knowledge, and thus,
the extent of the existing schema, the schema effect can arise
immediately after encoding, as is the case for associative memo-
ries, or can only be seen after consolidation, as is the case for
visual item recognition (i.e. a task that involves the hippocampus
during encoding (Van Kesteren et al., 2013)). Moreover, consoli-
dation of schema-consistent information is resilient to sleep loss
and to any kind of information interference after learning, while
consolidation of schema-inconsistent information is quite vulner-
able to both post-learning sleep loss and interference (Alberca-
Reina et al., 2014). The need for sleep-mediated consolidation
seems to, therefore, depend on the type of learning and might
thus be related to how well the newly acquired memory was inte-
grated into the existing schema during encoding (Himmer et al.,
2017). However, if sleep is present, it may still contribute to the
consolidation of schema-related items. Hennies et al. (2016)
taught subjects a new schema over a 2-week period and showed
that sleep-spindle density was correlated with decreased hip-
pocampal activity at test for new schema-related items in contrast
to non-schema items learned the day before.

Overall, the current evidence seems to point towards the need
of persistent, functionally relevant hippocampal-neocortical
crosstalk during consolidation (Van Kesteren et al., 2010a, 2014)
to form a new schema or update a freshly learned schema, while
adding information to a longer, pre-existing schema seems to
depend less on this interaction (Van Kesteren et al., 2010a).

Effects of previous knowledge on retrieval in
humans

After offline consolidation, new information is integrated within
the previous knowledge structure and is thus ready to be retrieved
in the following day(s). In the following section, we summarise
current knowledge regarding the effect of schema on memory
retrieval in humans.

Whether a memory is properly retrieved after consolidation
depends not only on whether the retrieval context provides

enough information to recreate the encoding context but also on
whether this context and the associated memory forms one unit
(Brod et al., 2013). This means that the information present dur-
ing the retrieval context needs to trigger the recombination of the
representations of both the consolidated memory and the encod-
ing context of that memory. However, it is not clear where in the
brain the recombination of these neocortical representations
might take place. Wagner et al. (2015) shed some light on this
matter by showing that the angular gyrus plays an important role
in converging distributed representations of the rule-based
schema components into one coherent memory representation.
This converging role fits with the proposed other functions of the
angular gyrus, namely involvement in cortical binding of infor-
mation (Shimamura, 2011) and the representation of memory
content during successful retrieval (Kuhl and Chun, 2014). Van
der Linden et al. (2017) go even further and propose that for a
visual schema-associated memory task, the schema information
itself might to be stored in the angular gyrus. The mPFC seems to
play a role in biasing retrieval towards schema-consistent memo-
ries (Ghosh and Gilboa, 2014; Preston and Eichenbaum, 2013),
even for recently acquired schemas and when the time between
encoding and retrieval is very short (Brod et al., 2015).

Retrieval of inconsistent information, however, seems to rely
on the lateral PFC through interaction with the striatum (sug-
gested by Scimeca and Badre (2012), shown in Brod et al.
(2015)). Neither Van Kesteren et al. (2010b), Brod et al. (2015)
nor Van Buuren et al. (2014) found that hippocampal activity was
reduced during the retrieval of both schema-consistent and
schema-inconsistent memories. In addition, Brod et al. (2015)
show that the connectivity between the mPFC and hippocampus
was not enhanced for the retrieval of incongruent compared to
congruent information. In fact, the left hippocampus was
involved in successful memory retrieval for both schema-consist-
ent and schema-inconsistent memories, without significant dif-
ference between the two (Brod et al., 2015).

Interestingly, Prull (2015) shows an age difference in retrieval
but not in the encoding of schema-inconsistent memories.
Moreover, schema effects appear to be more extreme in older
adults and may be able to alleviate age-related deficits in memory
(review in Umanath and Marsh, 2014). This seems to also be true
for procedural memory, as Muller et al. (2016) showed that prior
motor experience does not only increase procedural learning but
also has a protective effect against age-related decline for the
consolidation of novel but related manual movements. In con-
trast, Badham and Maylor (2015, 2016) show that schemas can
also have a negative impact on memory performance in older
adults.

In summary, the hippocampus may not be necessary for
retrieval but, when accessible (i.e. not lesioned or actively sup-
pressed as possible in other animals), may still contribute to the
retrieval of schema-related information. This means that even
after consolidation, the full expression of schemas may depend
on (a perhaps low level of) continual hippocampal-prefrontal
cortex interaction, possibly through a constant cycle of memory
updating during retrieval (reviewed in Preston and Eichenbaum,
2013). However, due to the fact that human studies are mostly
restricted to observational methods like fMRI, instead of being
able to utilise, for instance, brain lesions to study the necessity of
specific brain regions in the retrieval of (schema) memories, it



Brain and Neuroscience Advances

will be difficult to obtain a definitive answer on the exact involve-
ment of specific brain regions during schema retrieval.

Summary previous knowledge studies in
humans

A variety of schema types, including motor schemas in athletes
versus non-athletes (Pereira et al., 2013), word schemas
(Takashima et al., 2014), cultural schemas (Porubanova et al.,
2014), music or tonal schemas (Vuvan et al., 2014), have been
described in humans over the past years. Overall, human neuro-
imaging studies converge with rodent studies in showing that the
hippocampus and neocortex are complementary learning systems
that interact during schema formation, consolidation and
retrieval. However, the extent to which each brain region is
involved depends on the to-be-encoded or remembered informa-
tion as well as the extent of the existing schema. Furthermore, the
range of the schema effect seems to depend on the task, type of
memory, how much time has passed since learning (i.e. whether
consolidation has taken place or not) and the extent to which the
existing schema can be harnessed. As most of the above-men-
tioned studies test consolidation and retrieval of schemas over
relative short time scales (i.e. shortly after learning), future
research should investigate the specific roles of the prefrontal
cortex and hippocampus in these processes over time. Because
examination of schema neurobiology in humans is mostly bound
to observational studies (e.g. fMRI), we will need to rely on inter-
ventional studies (e.g. lesions of particular brain regions) in
rodents to extend our knowledge on the exact role of each brain
region involved in schema formation, consolidation and retrieval.

Previous knowledge studies in
non-human animals

By observing fluctuations of voltage or metabolites in human
participants using fMRI, positron emission tomography (PET)
and other methods while performing schema-related tasks, we
can study dynamic interactions between brain areas. Research
has suggested that during studies, involving previous knowledge-
based tasks, the hippocampus is critically involved during encod-
ing if it is a highly novel event, and less if the event fits into an
already established extensive previous knowledge, such that a
gradient of hippocampal involvement is inversely proportional to
the complexity of the existing knowledge network.

Using animal research in combination with an ever-develop-
ing range of tools will allow us to take a step closer to under-
standing the neurobiological mechanisms involved in memory.
From electrophysiological and imaging recordings to pharmaco-
logical and genetic manipulations, a combination of these tools
with specific and complex behavioural protocols provides us
with the power to measure and target specific neural types or
areas and thus moves from observational to interventional meth-
ods that allow us to draw conclusions on causality and
mechanisms.

Behaviourally, designing a task to evaluate previous knowl-
edge or even schema specifically at a rodent level requires crea-
tive thinking since we cannot rely on pre-existing world
knowledge when working with laboratory animals. In a way, the
advantage of having perfect control over the experience

an animal has actually makes developing previous knowledge
paradigms more difficult in rodents that do not have ‘real-world’
knowledge, which we can harness. Having such tasks gives the
chance to further understand the anatomical connectivity and
synaptic properties involved in the dynamics of schema forma-
tion and updating.

As mentioned before, a schema was defined by Ghosh and
Gilboa (2014), as an associative network structure, which should
be based on multiple similar experiences, with a lack of unit
detail and adaptable. As such, it facilitates long-term memory at
both encoding and retrieval levels. However, the term schema in
rodent studies has been used loosely for different concepts, which
we will highlight next in this review. Many of the studies cited
below would not fulfil the strict definitions of a schema, thus
especially in this part highlighting non-human animal research,
we will refer to previous knowledge instead of schema.
Furthermore, to emphasise the amount of previous knowledge
present in each study, we will describe the articles and procedures
more in detail than the previous human examples. The presence
of a previous knowledge facilitates encoding of new congruent
elements as well as expediting retrieval, for which its structure is
not static, but constantly developing and updating with experi-
ence. It quickly identifies similar patterns or situations anticipat-
ing outcomes, giving the chance to make the best choice based on
experience.

But where can we find a previous knowledge structure? These
memory representations and multimodal associations are thought
to be found distributed along the neocortex in the mPFC, orbito-
frontal cortex (Orb), retrosplenial cortex (RSC) and anterior cin-
gulate cortex (ACC). These structures are involved in making an
act of judgement/decision-making based on previous experi-
ences. They are richly interconnected, giving them the power to
judge, predict and learn (Skelin et al., 2019).

The ACC is connected to several cortical structures and the
limbic system and is involved in problem-solving, making
choices, anticipation and motivations. The RSC lies close to the
hippocampus and visual areas and is involved with imagining
future events, episodic memory and navigation. The Orb receives
inputs from visual, taste, olfactory and somatosensory areas, as
well as from the amygdala and is involved in correcting behav-
iours related to reward or punishment. The prelimbic cortex
(PrL) integrates a diverse range of information to perform a
behavioural response and is involved in goal-directed behav-
iours, attention and working memory (Aston-Jones and Cohen,
2005; Frankland and Bontempi, 2005; Mao et al., 2018).

Paired-associates schema in rodents

Even though the concept of previous knowledge and schema in
psychology has been known since the 1930s (Bartlett, 1932),
seven decades later the interest in this memory process reemerged.
The seminal study by Tse et al. (2007) introduced the concept of
schema to neurobiology and opened up the possibilities of under-
standing the molecular mechanisms involved. To date, different
interventional approaches have been used in the same task (i.e.
the paired-associates (PA) task), and in this section, we will
explore the current findings in more detail.

In the PA task (Tse et al., 2007), rats have to learn a map of six
flavour-place associations, or PA, in a large event arena
(1.5 X 1.5m?). One training session consists of six trials; at the
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start of each trial, rats are given a flavoured pellet, and during this
trial, only one sandwell is rewarded with more of the same fla-
vour pellets. The location remains the same throughout the
experiment. For the second trial, a different flavour pellet is asso-
ciated with a different sandwell location, and so on (see Figure
2(a), middle). Rats have to learn associations with flavours and
spatial locations as elements, the map of the event arena and its
sandwell locations as a relational network (Figure 2(a), left).

Hippocampal lesions (Tse et al., 2007) and pharmacological
studies (Hasan et al., 2019) show that the hippocampus is critical
for the initial learning of the task, which takes place gradually
over several sessions. Similarly, if ACC was inhibited (by lido-
caine or demyelination) (Hasan et al., 2019), animals could not
learn the task, suggesting that initial learning of a potential
schema is dependent on both the hippocampus and cortico-corti-
cal interactions to stabilise the memories, with the hippocampus
being more important at an early stage.

Since adaptability is a core feature of schemas, 9weeks into
training the original PA map was updated by replacing two of the
original PAs with new flavours in nearby locations (Figure 2(a),
right). If by then rats had built a schema of the PAs, learning new
associations should be faster. Indeed, exposure to a single trial of
the new PAs was enough for them to recall the updates 24 h later
(Tse et al., 2007). For the memory to persist, hippocampal dopa-
mine plays a critical role at the time of encoding, as shown by
Dopamine DA1/DAS receptor antagonists given at the time of
encoding (Bethus et al., 2010); rats could correctly remember if
they were tested 30 min after exposure to new PAs but not 24 h later.

Tse et al. (2007) further investigated hippocampal depend-
ency at the stage of updating information. A group of rats was
given hippocampal lesions either 3 or 48 h following exposure to
the new associations, revealing a gradient where 3 h after encod-
ing the memory still depended on the hippocampus, but 48 h later
it did not. Later, when rats with hippocampal lesions were
exposed to either new PAs or a completely new map, they could
not learn the new associations, showing that it was not the task
itself that had to be learned, but the associations within a rela-
tional network (Tse et al., 2007).

If retrieval of new information after a certain time point is
no longer dependent on hippocampus, the memory should then
rely on extrahippocampal structures. Measuring immediate
carly gene (IEG) expression allows to evaluate which brain
regions are experiencing synaptic changes. Brains from experi-
enced rats were extracted 80 min after being exposed to either
the six original PAs, two new associations and four original PAs
or a totally new map with six new PAs (Tse et al., 2011). A test
minutes before brain extraction showed that, for the original
and updated PAs conditions, animals could recall the associa-
tions correctly, but not for the completely new map. While IEG
expression is always present, immunohistochemistry against
Arc and Zif68 showed that when updating the two new PAs into
the schema, there was a greater upregulation of IEG expression
during encoding in cortical areas PrL (Tse et al., 2011), ACC
(Wang et al., 2012), RSC and hippocampal region CA1l (Tse
et al., 2011). In contrast, when rats had to learn a completely
new map, brain regions that showed an increase in IEG activa-
tion were limited to CAl. In the same study, pharmacological
manipulation of the PrL during the encoding of new PAs
revealed that both synaptic transmission and N-methyl-D-
aspartate receptor (NMDAR)-mediated synaptic plasticity were

required in the PrL for successful encoding. In addition, Wang
et al. (2012) used pharmacological disruption of the ACC and
found that NMDAR-mediated plasticity was necessary in this
region for the encoding of new PAs into a pre-existing schema.
Both studies indicate that parallel encoding is occurring in both
the hippocampus and prefrontal cortex (PrL and ACC).

However, Lesburgueres et al. (2011) showed that there is
simultaneous IEG activation in the hippocampus and neocortex
even when there is no previous knowledge present, which means
the emphasis should be that with existing schema, the cortical
tagging is larger in magnitude (Tse et al., 2011). In Lesburgueres’
et al. (2011) study, rats performed the social transmission of food
preference paradigm, where animals learned by smelling another
rat’s breath whether food was safe to eat and were then tested
30days later. Increase in IEG activation in orbitofrontal cortex
was observed at encoding and inhibition of orbitofrontal cortex
by NMDAR antagonists on the day of encoding resulted in no
memory persistence, showing that an early ‘tagging’ of cortical
networks is crucial for the formation and maintenance of memo-
ries even without previous knowledge. A similar finding with
increased IEGs expression after encoding in the prefrontal cortex
was also shown in the water maze paradigm (Genzel et al., 2017).

The increase in IEGs goes hand in hand with cellular pro-
cesses, such as synaptic transmission for which o-amino-3-
hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA)
and NMDA receptors are directly involved. These receptors can
be inhibited in the PrL and the ACC at different stages of schema
acquisition (Tse et al., 2011; Wang et al., 2012). AMPA receptors
are associated with general synaptic transmission, and they were
needed for encoding and retrieval of the new PAs. NMDA recep-
tors are associated with plasticity and long-term potentiation, and
they were found to be critical for memory encoding but not
retrieval (Tse et al., 2011; Wang et al., 2012). Furthermore, off-
spring from rats exposed to dioxins, which inhibit gene expres-
sion and NMDA expression in the prefrontal cortex, could not
learn the PAs task at all (Kakeyama et al., 2014).

In summary, the PA task opened the gates for understanding
the molecular mechanisms underlying how previous knowledge
affects learning and memory. Initial encoding of a potential
schema is dependent both on hippocampal and cortical areas,
such as ACC and PrL, but once a schema is formed, retrieval is
rapidly independent of the hippocampus. Encoding of new infor-
mation that fits within existing previous knowledge is dependent
on an intact hippocampus, dopamine transmission around the
time of encoding (necessary for memories to persist), and both
NMDA and AMPA receptors, which are involved in long-term
potentiation and general transmission. Retrieval of information
from schemas is not hippocampus-dependent if at least 48 h have
passed since encoding.

Other tasks testing previous knowledge in
non-human animals

Efforts have been made to develop other tasks utilising schemas;
in this section, we discuss that these are mostly related to cumula-
tive experience and represent general effects of previous knowl-
edge and not schemas per se.

Schemas are based on multiple episodes and should not be
detailed (Ghosh and Gilboa, 2014). With this in mind, a task was
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Figure 2. Examples rodent schema studies.

Schematic overview of rodent paradigms. (a) PA task. Event arena contains a 7 X 7 grid of potential sandwell locations from which a map of six sandwells associated to
flavours is formed over time, as shown on the left arena. There are four start boxes around the maze, and intra- as well as extra-maze cues (star and hexagon). In a single
trial, the animal is given a flavoured pellet in the start box, as shown in the central arena, for example, a banana pellet, and the rat has to dig in one out of six sandwells
for more banana pellets (and repeated for the remaining five flavours). This is repeated during 3months in a period denominated build-up, where animals increase their
performance over time, indexed by digging time in the correct sandwell and performing fewer errors when choosing the correct sandwell to dig in first. After this time, an
update to the flavour-place associations is made, seen as a change of two flavours in new locations, presented in the red symbols on the maze on the right. As discussed
in the main text, this update can be learned within a single exposure. (Tse et al., 2007). (b) Water maze. Mice need to find a submerged platform within the circular pool,
each day, four times a week. The platform location changes every day, and they were drawn from a statistical predefined distribution in space (grey circles). Animals were
probed with no platforms present, 1 or 30days after the end of their training or ‘build-up’. Swimming patterns were translated into a heatmap of average dwell time, as
shown on the left of the figure. Animals that were tested 1day after the build-up showed preference for the last presented platform, whereas those that were tested 30days
later showed preference for the overall distribution of the platforms. On the right: as an update, a new platform is introduced, which could be placed in a consistent
position, as shown in the black filled circle, or in an inconsistent position, as shown in the red filled circle. This update can happen either 1 or 30days after the original
build-up training. If the inconsistent position is shown 1day after the build-up, a probe trial conducted a day later shows that the search pattern is more inclined towards
the overall platform distribution. If this update happens 30days after the build-up, a probe trial conducted a day later shows a search pattern between the original
distribution and the new platform (Richards et al., 2014). (c) Mouse HexMaze. Animals navigate a big maze to find a rewarded location (GL). On the left, the red trace
shows a trial where a random path is taken by a naive animal, until it reaches the chocolate reward. In one training session, the mouse performs several trials, always from
different start locations (X, Y, Z . . .). Performance is calculated by comparing the path taken to the shortest possible path (blue trace). The build-up of the task consists
of 3months, and overtime, the navigation improves. Later updates are introduced, where barriers can be added, the reward can be moved, or both. As discussed in the text,
these updates can be learned in just one session. Intra- and extra-maze cues (star and hexagon) aid navigation in the maze. (Alonso et al., 2020)



Alonso et al.

developed for mice to identify a pattern over time; however,
many other schema prerequisites were not included. In a water
maze-based task (Figure 2(b), centre-left), mice had to find a hid-
den platform below the water surface in a fixed place over four
trials in 1day, but the position of the platform changed slightly
from 1 day to the next over nine training days, drawn from a sta-
tistically predefined distribution in space. Animals were later
tested 1day or 30days after with no platform present (Richards
et al., 2014). Mice tested at 30days expressed a strong corre-
spondence between search strategy and overall platform distribu-
tion compared to those tested 1 day later. The 1-day group search
pattern was more accurate with respect to the actual positions of
the platforms with the final platform position dominating, while
the 30-day group’s search strategy was centred in the mean posi-
tion of the platform distribution (Figure 2(b), left). This suggests
that, in presence of a long time period between encoding and
retrieval, search patterns are driven by cumulative experience
rather than specific events.

A schema needs to be adaptable and to test this, in a variation
of the same protocol, after the training of the distributed plat-
forms, which we can call a ‘build-up’, an update was introduced
either 1 or 30days after the build-up. During the update, the plat-
form was placed either in a congruent or an incongruent position
(Figure 2(b), centre-right), congruent being within the mean dis-
tribution of previous daily locations and incongruent being far.
Focusing in the incongruent platform update, a probe was done
1 day after, and the group where they had the update after 30 days
had higher prediction error than the 1-day group, seen as a change
in the search strategy (Figure 2(b), right). This strategy switch in
the 30-day group was not seen when the mPFC was inhibited
before being exposed to the last platform, suggesting that the role
of the mPFC in rapid consolidation may be limited to the learning
of new incongruent information (Richards et al., 2014).

Another way of evaluating cumulative experience is shown in
the object space task (Genzel et al., 2019), where rodents are
exposed to a pattern of four possible object locations in an open
field throughout the week, with one location that is stable across
days, while the others are shifted between the three other possi-
bilities. Based on the natural tendency of rodents to explore nov-
elty in the presence of familiarity, exploration time of the object
placed on the stable location should decrease over time. Across 20
trials in 1week, a semantic-like memory is expressed with an
extracted pattern of locations, which then guides their behaviour
towards exploring the object that was not in the stable location.
However, 1 week is not long enough to suppose schema formation
or semantic memories per se, thus this task should rather be seen
as simple, previous knowledge-based task (Genzel et al., 2019).

A simpler form of previous knowledge can also just be the
pre-exposure to the spatial environment in which learning should
occur. Genzel et al. (2017) contrasted two different behaviours
that can lead to memory persistence: post-training novelty and
post-training sleep (Duszkiewicz et al., 2019). Post-training nov-
elty should lead, through synaptic tagging and capture mecha-
nisms, to increased hippocampal cellular consolidation. In
contrast, sleep allows for memory reactivations and thus systems
consolidation and integration into cortical networks (Duszkiewicz
etal., 2019). Rats were taught two platform locations in the water
maze, one of which was followed by sleep, while the other was
followed by novelty exposure combined with sleep deprivation.
In the probe trial, 1 week later, rats remembered both platform
locations but spent more time at the platform location followed

by novelty. However, if animals were pre-exposed to the spatial
layout and cues before training (with a dry-land inlay), this dif-
ference was abolished and now only having sleep after learning
was sufficient for a strong long-term memory (Genzel et al.,
2017) perhaps due to the possibility of harnessing pre-existing
cortical memory networks, even though in this case they were
clearly not complex schema representations.

Categorisation of objects groups similar elements together,
and this process can be seen as a form of semantic memory. A set
of'tests evaluating the categorisation of objects in mice (Creighton
et al., 2019) showed that mice could recognise the categories of
objects. In a sample phase, mice were presented with two objects
of the same category, and during a test phase, they were presented
with two novel objects, one belonging to the category presented
during the sample phase and another unrelated object. Mice
could recognise the familiar category over a short delay but not
over a long one (30 min versus 1h). If animals were pre-exposed
to the category, they could discriminate the familiar object after
long delays. This effect was lost under scopolamine (acetylcho-
line antagonist) if it was systemically administered before the test
phase, which was expected since acetylcholine plays a role in
memory and perception (Creighton et al., 2019).

Previous knowledge that facilitates encoding and retrieval on
its own is not sufficient for the classification of ‘schema’. By
performing tasks with common features, certain features can be
drawn from them and can facilitate ‘learning how to learn’ or
learning set (Harlow, 1949). For example, training rodents in two
similar tasks, the original water maze, where throughout 5 days
animals need to find a stable platform, and the delayed matching-
to-place task, where the platform changes each day, throughout
26 training days (Ocampo et al., 2018). A commonality between
these tasks is a circular water pool and a platform that needs to be
found. If either of the two tasks is trained first, the second bene-
fits from what was learned in the former. For early learning, the
entire hippocampus is necessary, but the second task was not
dependent on hippocampal region CA1, which is the main output
pathway from hippocampus to neocortex (Ocampo et al., 2018).

Other studies refer to hippocampal schemas, without taking
into consideration the enhancement of long-term memory, which
is crucial in the definition of the schema effect, thus, perhaps,
while using the term, these do not test schemas as defined in the
human literature. McKenzie et al. (2013) trained rats to find a
water reward in circular maze, cued by a LED signal, and after
these were learned, in a course of 6days, they had to learn new
reward locations that were spatially defined. By analysis of elec-
trophysiological recordings in the CA1 region, they could show
that by adding the non-cued reward sites gradually, hippocampal
representations from the cued learning were modified to add the
non-cued learning (McKenzie et al., 2013). However, because
long-term memory was never assessed, this study is most likely
to be classified as an initially naive learning where a potential
schema is still hippocampus-dependent.

Similarly, Dragoi and Tonegawa (2013) wanted to study place-
firing of cells in naive animals, wild-types and CA3-NMDA recep-
tor knockouts. In this paradigm, mice were put on a linear track for
two sessions on Day 1 (novel), and similarly on Day 2 (familiar),
but on this second day, the linear track was transformed to an L
track by the addition of a perpendicular linear track (novel feature).
By Day 3, the L track would be familiar, after which a novel linear
track was introduced for two sessions. Place-cell firing stability
was determined, and in the first novel-feature condition, place-cell
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stability was reduced in both the control and knockout (KO) condi-
tion, and stability increased with experience. On the novel track at
Day 3, only the KO mice had reduced place-cell stability, suggest-
ing that NMDA receptors in the CA3 area are necessary when
novel situations arise and not when there is a previous knowledge
network (Dragoi and Tonegawa, 2013). And here again, while the
term schema is used, it rather represents a very simple form of
previous knowledge or experience.

These studies have all been performed in rodents; however, a
recent study has used macaques. In this study (Baraduc et al.,
2019), macaques were presented with both a familiar and a novel
virtual maze sharing a common ‘schema’ (spatial map), yet differ-
ing in surface features, in which macaques had to search for food.
Food locations were defined in relation to landmarks. During
learning, a proportion of hippocampal neurons had firing rates
modulated by task-related information in the novel maze, which
matched that of the familiar maze in a manner, suggesting that
these neurons abstracted spatial elements from the environment
and encode space in a representation of a potential schema
(Baraduc et al., 2019).

Through repeated experiences, naive animals can subtract
patterns and categories which guide behaviour and facilitate
‘learning how to learn efficiently’ (i.e. learning set). Learning
sets transform the strategy of adapting by trial-and-error to a
reasoning-like strategy, involving hypothesis and insights. The
time frame of most studies reviewed in this section was between
1 and 6weeks, and in some cases, the long-term memory was
tested once, but additional tests were not performed. Thus in
most cases above, it is hard to assess if they would fulfil the strict
criteria of schema, instead most studies were testing the effect of
previous knowledge in the simplest form. An intact hippocampus
appears to be essential for memory persistence in the presence of
novel situations, slowly disengaging as cumulative experiences
start forming a relational cortical network.

The HexMaze for mice

In the effort to establish a different task to test for previous
knowledge in rodents, the HexMaze was developed (Alonso
etal., 2020). It is based on multiple episodes, is adaptable and has
the same cognitive load throughout.

In the HexMaze, mice learn to navigate a large gangway maze
(Figure 2(c)), where a chocolate-flavoured reward can be found in
one of the 24 nodes. The goal location stays stable for several ses-
sions. In a training day, the animal is placed repeatedly over many
trials in different random nodes within the maze, from which the
animal should navigate towards the food (Figure 2(c), left). The
previous knowledge in this case is the map that they need to navi-
gate using the environmental cues as reference points. And how
this previous knowledge affects new learning is tested by changing
the goal location and measuring how quickly animals can adapt
their behaviour to this new information. Performance is measured
by the length of their navigational paths, as in the number of nodes
the animal visited, in relation to the shortest path possible.

Initially, animals run around the maze, exploring randomly
until they find the reward. This is the case in the first sessions in
the maze, as well as each time a new goal location is introduced.
As experience in the maze increases, so does performance level,
as animals slowly learn to recognise their position based on the
cues placed around the maze and choosing more efficient routes
to the reward (Figure 2(c), middle).

Similar to the PA task (Tse et al., 2007), the task consists of a
build-up phase of 3 months, during which the location of the food
changes every 7 to 5 sessions. This build-up phase is followed by
a phase of updates (Figure 2(c) right), where a change is intro-
duced weekly. These changes could be a new goal location, add-
ing a barrier, or both. Each training session consists of 30-min
period during which the animal performs several trials (20-35).
Due to the design of the task, different types of previous knowl-
edge can be tested in this paradigm.

In the first 3 weeks of the build-up, during which the location
of the reward stays stable, a gradual increase in the performance
was seen in each session, as mice gained experience in navigat-
ing the maze. If the goal location changed, performance initially
dropped to the same level as when the animal was first intro-
duced to the task, but by the second session following this goal
location change, the overall performance was better compared to
the second session of the previous goal location (Alonso et al.,
2020). However, in this build-up phase, long-term memory (48 h)
still took multiple sessions to develop. Because there were sev-
eral trials per session, the first trial served as a test for long-term
memory, while the overall performance indicated working mem-
ory in addition to efficient navigation through the maze. While
the overall performance increased during the second session of
the second goal location, this was not the case for the first trial.

During the updates, changes to the maze were made weekly.
By the first session of the first update, the performance was
already significantly better than the first session of the build-up.
Furthermore, performance continued to improve throughout the
week. This performance gain from build-up to updates to ses-
sions throughout the update is reminiscent of a learning set
(Harlow, 1949). However, since the updates are of three different
kinds, changing goal location, adding a barrier, or both, it can be
shown that the rate of learning differs depending on the amount
of overlapping information. For example, adding a barrier would
be the easiest condition to learn, since the goal location remains
the same, while if both location and barrier change, the conflict-
ing information is greater. This was evident by a drop in perfor-
mance on the first trial of the first session following an update
when the goal location changed. However, by the following ses-
sion, performance improved at the same level for all conditions,
showing that one session was enough for the memory update and
long-term memory (Alonso et al., 2020).

In addition, we found that the build-up phase was not depend-
ent on amount of training, but rather on time, that is, by training
mice three times a week versus twice a week. The increase in
performance depended on the amount of time that had passed
since the beginning of the experiment and not in how many times
they were trained per week (Alonso et al., 2020).

With a flexible task like this one, the effects of previous
knowledge on memory, encoding, updating and retrieval can be
evaluated independently. Currently, we are also developing a
HexMaze for rats (4 X 9m?), in which the same spatial structure
will be used but four times the size.

Summary previous knowledge studies in non-
human animals

Clever behavioural tasks allow us to understand how previous
knowledge affects learning in subjects with no ‘real-world’
knowledge. From the water maze to the PA task, they fulfil all or
some but usually not all of the criteria that makes a schema: an
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associative structure, based on multiple episodes, not detailed
and dynamic (Ghosh and Gilboa, 2014). Different paradigms
focus on different memory levels, from naive learning and pre-
diction error based on cumulative experience to long-term mem-
ory persistence and in rare cases, the schema effect.

We have had a closer look at the gradient in which the hip-
pocampus and neocortex depend on each other to form and sus-
tain long-lasting memories, mainly due to the advantage of
interventional techniques, such as lesions, pharmacology and
invasive recording methods (e.g. electrophysiology), that allow
us to try and decipher how individual cells communicate with
each other.

To support coherent long-lasting memories, there must be a
developing dynamic between the hippocampus and the neocor-
tex. The hippocampus is essential for acquiring novel experi-
ences, both at an early stage of memory build-up and during the
updating of memory structures. Simultaneous synaptic activity,
seen as IEG activation, is critical at both the hippocampus and
neocortex during encoding. The period of time during which a
new event depends on the hippocampus diminishes with the
amount of the previous knowledge of that experience, and once a
schema is present, system consolidation is greatly accelerated.

Theories on the role of the
hippocampus and prefrontal cortex in
memory

Classic systems consolidation theory states that memories are
initially encoded in a whole-brain network, but only the hip-
pocampus trace is sufficient for retrieval (Frankland and
Bontempi, 2005). But over time (weeks/months/years), cortical
connections become reinforced in offline consolidation processes
so that later on they are sufficient for retrieval (McClelland et al.,
1995; Squire et al., 2015). The transformation theory expanded
on this concept and suggested that this type of systems consolida-
tion would also lead to a change in the type or quality of memory:
from hippocampal episodic or event memories to abstracted, gist-
like memories in the cortex (Moscovitch et al., 2016; Nadel and
Moscovitch, 1997). However, both theories had not yet proposed
a special role for the prefrontal cortex or considered previous
knowledge in any significant manner until recently (McClelland,
2013). In light of many recent findings, various new theories on
how both the prefrontal cortex and the hippocampus could play a
role in memory have emerged. In this next section, we will high-
light these different theories.

The schema-linked interactions between medial prefrontal
and medial temporal regions (SLIMM) theory is based on human
schema results and proposes that the mPFC functions as reso-
nance detector to recognise information that fits into pre-existing
networks. Once activated, the mPFC then suppresses hippocam-
pal activity during memory encoding, which would not occur
when the information is very novel and does not fit into what we
know (Van Kesteren et al., 2012). Thus, the former would be
immediately encoded into the cortex, while the later would be
encoded in the hippocampus.

In contrast, Eichenbaum (2017) suggested that the hippocam-
pus organises memories within the context in which they are
experienced and the mPFC would be relevant to retrieving the
context-appropriate memories. During encoding, the context
cues would first be fed from the hippocampus to the mPFC and

this information would be fed back to the hippocampus during
retrieval to bias the hippocampal network to the appropriate
context.

A slightly different view is that the hippocampus creates a
rapid binding and encoding of all events as they occur, as an auto-
matic, day-to-day recorder (Wang and Morris, 2009), serving as
an index or pointer to information coded in the cortex (Buzsaki
and Tingley, 2018; Skelin et al., 2019). However, most of these
impressions would not last but fade away overnight. Memories
that would be tagged as salient would be consolidated to the cor-
tex, and the prefrontal cortex would take over the binding func-
tion of the hippocampus for memories that are related to
established cortical networks (schemas) (Genzel and Battaglia,
2017; Squire et al., 2015; Wang and Morris, 2009).

Some more recent theories move beyond the concept of the
hippocampus as a ‘memory’ area. Barry and Maguire (2019)
highlight the fact that most evidence for the hippocampus being
involved in memory comes from naive animals and only looking
at very short time scales. They argue that with the rapid turnover
of synapses (average life of 10 days) in the hippocampus, a mem-
ory would not last very long there. Instead, the role of the hip-
pocampus in memory would be defined by the process occurring
within. More specifically, they propose that the hippocampus is
critical for scene construction, that is, creating our inner movie
(Barry and Maguire, 2019). Thus, the hippocampus would recon-
struct remote memories in the absence of the original trace by
assembling consolidated neocortical elements into a spatially
coherent scene. This would be facilitated by the mPFC. Evidence
for this idea comes from patients with hippocampal lesions, in
which imagining the future — a task that requires scene recon-
struction — is just as affected as the recall of episodic memories.
The scene construction theory proposes that the hippocampus
continuously constructs and anticipates scene representations
beyond our immediate sensorium. In this context, a scene is a
naturalistic 3D spatially coherent representation of the world
typically populated by objects and viewed from an egocentric
perspective. Scenes represent the fundamental components of
unfolding mental events, whether recalling autobiographical
memories, navigating through environments, forecasting plausi-
ble futures, or creating novel scenarios, all domains in which
hippocampal-damaged patients are impaired (Barry and Maguire,
2019).

Another recent proposition on the role of the hippocampus
also emphasised the general properties of the hippocampus.
Instead of coding for space and time, both components of epi-
sodic memories, the hippocampus would be a general sequence
generator (Buzsaki and Tingley, 2018). And whatever informa-
tion is fed into the system — the ‘what’s’ — would be coded in the
cortex and mapped onto content-free pointers in the hippocam-
pus. Thus, activating the hippocampal sequence would lead to the
retrieval of the sequence of experience. Furthermore, in the hip-
pocampus, self-organised activation during offline states would
be constrained by existing attractor manifolds, or maps, and may
be biased towards particular mapped locations by salient experi-
ence, which would result in the appearance of experience-spe-
cific replay (Swanson et al., 2020). Similarly, the impact of
sharp-wave-ripple-associated reactivation on downstream
regions, which would function as second readers, would not be a
simple transfer of hippocampal representational content. Rather,
the response of downstream regions would depend on a transfor-
mation function, defined by both the feedforward and local
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Figure 3. From naive to expert: a new schema theory.

How critical the hippocampus is for memory encoding and retrieval would depend on the type of memory and how much experience encoded in cortical networks can be
harnessed. (a) For very novel and unique events that will be retained in the form of episodic memories, the hippocampus would always be involved. (b) New memories
that are consolidated to abstracted, gist-like memories, the hippocampus would be involved during encoding and hippocampal independency at retrieval would take
weeks to years. These types of memories are described in standard systems consolidation theory. (c) In contrast, if new memories are congruent with pre-existing
knowledge, but this knowledge is still quite new and forms a more simple schema, the same gradient of hippocampal involvement during encoding and hippocampal
independency during retrieval is seen but now sped up. Memories can be hippocampal-independent after a few days, perhaps with sleep as a crucial factor during the
consolidation period. (d) Finally, if new memories are congruent to large, extensive schemas, the hippocampus can already be bypassed during encoding and memories

directly stored in cortical networks.

circuit architecture, as well as the ‘listening state’ of the down-
stream region (Swanson et al., 2020).

In sum, the concept of schema, as well as other more recent
findings in memory research, has induced a plethora of new theo-
ries on what the mPFC and hippocampus does mechanistically in
memory. Most of these theories move beyond the idea that mem-
ories are simply ‘stored’ in the hippocampus and then ‘trans-
ferred’ to the cortex, and instead consider which physiological
mechanisms or processes the hippocampus is involved in.

From naive to expert: a new theory of
previous knowledge

While the theories mentioned above do consider how previous
knowledge influences how we encode and consolidate memories,

it is often seen as ‘either-or’ phenomena. Instead, the amount of
previous knowledge tested should be considered as a gradient,
which can range from none in naive situations to very extensive,
as is often the case in much human cognition. In the following
section, we propose such a gradient schema theory and how it
would influence which brain areas are needed during encoding,
consolidation and retrieval (Figure 3).

Most animal research on memory would be placed on one
side of this gradient, with new memories only able to rely on very
little (if any) previous knowledge that animals had acquired dur-
ing, for example, habituation or shaping periods in training. How
unique the new event or experience is would then influence how
these memories are consolidated and the outcome of this process
(Duszkiewicz et al., 2019).

Very unique, emotionally arousing experiences would lead to
increased initial cellular consolidation in the hippocampus
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resulting in a longer-lasting hippocampal memory trace for these
event memories (Figure 3(a)) (Duszkiewicz et al., 2019). The
hub-like anatomical position of the hippocampus would allow it
to orchestrate a wide range of cortical and subcortical networks
during memory retrieval and thus link more detailed aspects of a
given experience that are represented in distributed neocortical
modules (Skelin et al., 2019). In this way, activity in the hip-
pocampus can trigger the reactivation of neocortical patterns
resulting in the retrieval of a memory in more detail and together
with the scene reconstruction properties, would thus always be
necessary for the retrieval of episodic, detailed memories (Barry
and Maguire, 2019; Moscovitch et al., 2016; Skelin et al., 2019).
These types of memories would be very rare in adult humans, due
to the amount of previous knowledge influencing everything that
is newly learned.

New memories that can rely only on very little previous
knowledge but are not as unique or emotionally arousing as the
memories mentioned above would be consolidated to the cortex
over time. However, in this process, they would lose their epi-
sodic detail and instead only salient information would be
retained in a gist-like quality (Moscovitch et al., 2016). These
types of memories would depend on hippocampal activation dur-
ing retrieval for weeks to months and only consolidate very
slowly to cortical networks (Figure 3(b)). Most current animal
memory research would be operating on this level.

In an intermediate phase, some previous knowledge encoded
in cortical networks is present, which can already be retrieved
without the hippocampus. In this intermediate phase, updating of
these cortical networks would still need the activity of the hip-
pocampus during encoding, as well as following offline periods
of sleep, to enable a slow updating of the cortical networks.
However, this updating would be more rapid (e.g. days instead of
weeks) since less cortical changes are needed than in the naive
animal (Figure 3(c)). The paradigms used by Tse et al. (2007) and
Van Buuren et al. (2014) are examples of this case.

On the other end of the spectrum, when a lot of previous
knowledge is present in a more complex cortical network, the
hippocampus would not even be needed or at least needed much
less for the update process. This phenomenon of rapid, cortical
consolidation can be seen in ‘fast mapping’, when new informa-
tion is presented in the context of previous known information
(Figure 3(d)). Studies harnessing real-world knowledge as
schema would be operating at this level. Overall, most naturalis-
tic human learning would be represented either on this or the pre-
vious level of the gradient.

In sum, here we propose a new memory theory in which the
extent of previous knowledge influences the extent to which the
hippocampus is involved in encoding, consolidation and retrieval.
Overall, both levels would remain a continuous gradient with
more extensive previous cortical networks leading to less depend-
ence of the memory on the hippocampus and a faster shift from
hippocampus to cortex as necessary memory structures (Genzel,
2020).

What does the hippocampus do?

Since the famous hippocampal lesioned patient H.M., the hip-
pocampus has been viewed as the brain area associated with
memory. The subsequent discovery of place cells in this brain
structure initially supported the idea of the hippocampus being a

critical memory brain area especially for spatial memories.
However, more recent findings do not really fit into this concept
and have made many researchers rethink what and how the hip-
pocampus really contributes to memory. In this section, we will
propose how the hippocampus could contribute to memory.

One of the first and still most influential ideas on hippocam-
pal function was proposed by David Marr (1970, 1971). He pro-
posed that the hippocampus would be the ‘fast learner’ and with
its increased plasticity would store memories as they occur. This
‘fast learner’ would act as an intermediate buffer and during
offline periods, especially during sleep, would slowly update the
‘slow learner’ (cortex) through memory reactivations. Wilson
and McNaughton (1994) and many others later showed evidence
for these memory reactivations, supporting this idea.

However, some recent findings have made us question if the
hippocampus really ‘contains’ or stores memories. For example,
it has been shown that place cells, that were thought be invariant
encoders of space, contain much more information that just loca-
tion and in certain task situations will encode for other elements,
such as time elapsed and not space. Furthermore, Tanaka et al.
(2018) combined classic, electrophysiological place-cell record-
ings with the engram tagging technique (Josselyn and Tonegawa,
2020) and showed that, surprisingly, it was not classic place cells
that showed plasticity related changes in the form of IEG expres-
sion. These, and other findings, have led researchers to propose
new theories of hippocampal function, as either a sequence gen-
erator (Buzsaki and Tingley, 2018; Swanson et al., 2020) or to
enable scene reconstruction (Barry and Maguire, 2019) as cov-
ered in the previous section.

We would propose that the hippocampus would have multiple
functions that could differ between encoding and recall. During
encoding, it would serve as the ‘fast learner’ and intermediate
memory buffer. However, this function would usually be very
short-lived. In the adult animal or human, with abundant real-
world previous knowledge acquired during childhood and ado-
lescence, this buffer function would only be needed for hours and
last mainly for the first few nights after the experience. After a
night of sleep with reactivations playing the new memories into
the cortex reinforcing those connections, the hippocampal mem-
ory trace would quickly disappear due to synaptic renormalisa-
tion during sleep (see also Navarro-Lobato and Genzel, 2019 for
more detail). The hippocampus would be ideal for this role as
memory buffer, due to its ability to generate sequences that can
be used to quickly map on associations between different ‘what’s’
that can be fed to ‘secondary readers’ downstream (Buzsaki and
Tingley, 2018; Swanson et al., 2020).

During memory retrieval, the scene reconstruction properties
of the hippocampus would become more important (Barry and
Maguire, 2019). Perhaps the reason that episodic memories are
‘dependent’ on the hippocampus, that is, to be able to experience
memory retrieval as a vivid memory re-experience, you need the
scene reconstruction properties. However, as mentioned above,
every night during sleep the hippocampal trace would be renor-
malised and thus this trace would disappear perhaps not com-
pletely but mostly over time. With most memories in the real
world, this would occur in a few nights and with more salient
memories a longer time may be required.

When an animal is totally naive to an experience and cannot
harness cortical, previous-knowledge networks, the hippocampal
trace would be necessary for a longer time period but still undergo
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Figure 4. Possible hippocampal function.

How would the hippocampus be involved in memory retrieval? (a) If no hippocampal memory trace is left, memory retrieval would be fully dependent on cortical
networks. This would result in less awareness of recall, that is, more a sense of familiarity not explicit recall and a classic semantic memory. (b) If a partial trace is left
in the hippocampus, the properties of this brain area would lead to pattern completion therein. Thus, more awareness at recall and episodic-like quality but the memory
would also have a higher likelihood of including false information. (c) Finally, if the hippocampus would still contain a strong, complete trace, it would contribute to
awareness of recall with episodic-like quality that in this case is still faithful to the original experience.

deterioration over time. The dopamine signal from the locus
coeruleus would facilitate this hippocampal persistence of mem-
ory trace (Duszkiewicz et al., 2019).

Thus, when recalling a memory, the type of retrieval experi-
ence would depend on how much of the hippocampal memory
trace is left. If no hippocampal memory trace is left, the hip-
pocampus would have more difficulty in reconstructing the
scene. Consequently, you would retrieve a sense of familiarity
without explicit experience of recalling a memory (i.e. remem-
bering the event of learning); this would be the case for classic
semantic memories (Figure 4(a)). On the other side of the gra-
dient, if the hippocampal memory trace is still mostly intact,
scene reconstruction would be faithful to the original experi-
ence and retrieval would come in the form of correct, episodic
recall (Figure 4(c)). You would become aware of the memory
and the past event and thus have more direct recollection of the
encoding event instead of just a sense of familiarity. The most
interesting case would be when a partial but not complete trace

is present in the hippocampus (Figure 4(b)). Then the pattern
completion properties of the hippocampus would come into
play and the hippocampus would still try to reconstruct the
scene for episodic-like recall. However, in absence of the com-
plete, original trace, the memories would become increasingly
vulnerable to inaccuracy and distortion, as often can be
observed in ‘flashbulb’ memories of unique events (Barry and
Maguire, 2019).

One implication of this hypothesis is that semantic memories
(and thus perhaps statistical regularities) would be recalled more
faithfully if no or less of a hippocampal trace is present, in con-
trast to if a partial trace is present that could generate memory
distortions. And since the hippocampal memory trace would
decay over time, it would follow that semantic memories would
be expressed better after longer time periods.

In sum, we propose that the hippocampus is not simply a brain
area for storing memories. Instead, its computational properties
as a sequence generator, pattern completer and scene reconstruc-
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tor can explain its involvement in memory encoding, consolida-
tion and retrieval.

Conclusion

Most of what we learn can be put in context of what we already
know. In this review, we have summarised the existing research
on neurobiology of previous knowledge, especially in relation to
schemas even though in non-human animal research it can be
hard to define if a schema in contrast to simpler forms of previous
knowledge is truly present. Based on these findings, we proposed
a novel theory on how involvement of brain areas can shift from
hippocampus to cortex depending on the level and amount of pre-
vious knowledge. When going from naive to expert, the hip-
pocampus loses its critical function during encoding, and cortical
areas become more independent.

Building up such cortical networks will usually occur early in
the lifespan of a human or any other animal. Perhaps this would
also relate to why our cortical networks are more plastic when we
are younger and once past adolescence most learning would
occur within the context of accumulated world-knowledge
decreased cortical plasticity in the adult is likely important to
protect our pre-existing knowledge and avoid catastrophic inter-
ference when learning something new.

While much has been learned since the concept of previous
knowledge and schemas was brought up as a concept in the 1930s
(Bartlett, 1932) and then picked up in neurobiology in 2007 (Tse
et al., 2007), many open questions remain. For example, how
exactly is previous knowledge in the cortex updated? What is the
importance of sleep and therein reactivations occurring?
Furthermore, we currently focus on hippocampus and cortex as
memory structures, but how do other brain areas contribute? The
nucleus reuniens has been shown to be critical for long-term
memory persistence (Barker and Warburton, 2018; Ferraris et al.,
2018; Mei et al., 2018; Troyner et al., 2018; Wagner et al., 2019),
but could it be critical for schema updating as well? And how do
different connections between the hippocampus and prefrontal
cortex contribute to this process? There is a direct connection not
only from ventral hippocampus (Jay and Witter, 1991) but also
indirect pathways through reuniens (Barker and Warburton,
2018; Ferraris et al., 2018; Mei et al., 2018; Troyner et al., 2018;
Wagner et al., 2019) and mPFC (Olafsdottir et al., 2017), but
which pathways relate to which role remains unclear.

It is critical for memory researchers to consider the amount of
previous knowledge and especially for studies done on non-
human animals to venture more into this domain. We are trying to
understand human cognition, which rarely does not harness
world knowledge. Furthermore, when it comes to real-life appli-
cation of our results, we have to consider implications on educa-
tion in the young with less previous knowledge as well as adults
who have more (Ruiter et al., 2012; Van Kesteren et al., 2014).
For example, we could show in the HexMaze that the time since
first exposure is more critical for build-up of previous knowledge
than the amount of training an animal has received (Alonso et al.,
2020). This stands in opposition to the current preferred practice
of ‘cramming’ right before an exam as seen in many high school
and university students. Instead, students should space out their
learning over longer time periods, if they want to create long-
term knowledge instead of just a short-term memory.
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