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A B S T R A C T

We investigated the initial outbreak rates and subsequent social distancing behaviour over the initial phase
of the COVID-19 pandemic across 29 Combined Statistical Areas (CSAs) of the United States. We used the
Numerus Model Builder Data and Simulation Analysis (NMB-DASA) web application to fit the exponential
phase of a SCLAIV+D (Susceptible, Contact, Latent, Asymptomatic infectious, symptomatic Infectious, Vac-
cinated, Dead) disease classes model to outbreaks, thereby allowing us to obtain an estimate of the basic
reproductive number 𝑅0 for each CSA. Values of 𝑅0 ranged from 1.9 to 9.4, with a mean and standard deviation
of 4.5 ± 1.8. Fixing the parameters from the exponential fit, we again used NMB-DASA to estimate a set of
social distancing behaviour parameters to compute an epidemic flattening index 𝑐f latten. Finally, we applied
hierarchical clustering methods using this index to divide CSA outbreaks into two clusters: those presenting
a social distancing response that was either weaker or stronger. We found 𝑐f latten to be more influential in
the clustering process than 𝑅0. Thus, our results suggest that the behavioural response after a short initial
exponential growth phase is likely to be more determinative of the rise of an epidemic than 𝑅0 itself.
1. Introduction

The two epidemiological statistics that best characterise the serious-
ness of any epidemic are the initial reproductive number 𝑅0 (R-zero; the
expected number of new cases arising from the initiating or patient zero
case) and the disease-related mortality rate 𝛼 (mathematical epidemi-
ologists call this the virulence parameter, Anderson and May 1992).
These statistics, however, depend both on intrinsic biological factors
(pathogen invasion and host response biology) and socio-environmental
factors (contact behaviour of hosts and pathogen survival in the envi-
ronment) (Delamater et al., 2019), but they only convey part of the
understanding of potential of an epidemic to cause harm. The other
part is how easily 𝑅0 and 𝛼 can be reduced through changes in host
behaviour (Davies et al., 2020) and, in the case of humans, the use of
pharmaceuticals and treatments to reducing both the disease mortality
rate 𝛼 (Ali et al., 2020a; Tsang et al., 2021) and the time-varying
reproductive value 𝑅eff (𝑡) (R-effective, where 𝑅eff (0) ≡ 𝑅0; Scherer and
McLean 2002) as the epidemic unfolds.

Abbreviations: CSA, Combined Statistical Area; NMB-DASA, Numerus Model Builder Data and Simulation Analysis; SCLAIV+D,
susceptible-contact-latent-asymptomatic infectious-symptomatic infectious-vaccinated-dead
∗ Corresponding author at: Department of Environmental Science, Policy, and Management, UC Berkeley, CA 94720, USA.
E-mail address: wgetz@berkeley.edu (W.M. Getz).

For completeness we briefly note that in epidemics where infected
individuals become immune after recovering from their illness, 𝑅eff (𝑡)
reduces from its initial value 𝑅0, which must exceed 1 for the epidemic
to occur, until it reaches the value 𝑅eff (𝑡) < 1. At this point, the
epidemic begins to shut down because fewer new cases occur in the
next generation of infected individuals than in the current generation.
This takes place when the number of susceptible individuals falls below
a critical proportion of individuals in the population because many of
the individuals coming into contact with infectious individuals have
previously had the disease and are now immune or social distanc-
ing behaviour has reduced contact rates between susceptible (S) and
infectious (I) individuals.

Of the two statistics, the reproductive number 𝑅0 is much more
difficult to measure than the disease-induced mortality rate 𝛼. The
latter requires that we only keep track of those dying from the disease
over time and then compute an average number dying per unit time.
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Computation of 𝑅0 requires that we estimate both the average
umber of individuals that each infected individual infects per unit time
t the start of an outbreak and the average time between generations
f infected individuals (the first generation of infected individuals are
hose infected by patient zero and the second generation are those
nfected by the first generation, and so on for subsequent generations;
lso see Lehtinen et al. 2021). Further, the most accurate way to assess
ho infected who and the time between when the donor and recipient

ndividuals were first infected involves some level of contact tracing,
hich formerly labour intensive is now becoming easier to accomplish
ith the advent of digital and social media technologies (Anglemyer
t al., 2020).

The importance of the statistic 𝑅0 to epidemiological community
an be seen by the fact that considerable effort went into report-
ng its value early into the COVID-19 pandemic. Yet, as our results
ill suggest, evaluating the behavioural response of individuals to

he epidemic may be more determinative of the rise of the epidemic
han 𝑅0. Clearly, however, other factors start to become important
s well, including non-pharmaceutical intervention (NPI) stringency
nd lockdown measure (Kishore et al., 2022; Kraemer et al., 2020). A
ystematic review of a literature search conducted on September 15,
020 (Billah et al., 2020), identified 42 papers published in English that
eported estimates of 𝑅0 for COVID-19 ranging from a high of 6.91 to
alues less than 1. Early into the pandemic initial estimates of 𝑅0 (Li
t al., 2020; Wu et al., 2020) suggested that its value was in the range
–3, a similar range to that estimated for the original SARS outbreak
SARS-CoV-1 pathogen) in 2002 to 2003 (Anderson et al., 2004). Since
ARS-CoV-1 was contained, by June, 2003 – with a reported 8098
ases, most acquired nosocomially, and 774 deaths (Petersen et al.,
020) – SARS-CoV-2 did not initially raise major concerns regarding
potential global spread. Other studies soon thereafter showed that
0 was actually much higher (Sanche et al., 2020; Liu et al., 2020)
nd therefore epidemiologists realised that COVID-19 (SARS-CoV-2
athogen) was going to be much more challenging to manage than the
riginal SARS outbreak. Equally, epidemiologists became alarmed with
he emergence of the Delta variant of SARS-CoV-2, when it was shown
hat this strain was estimated to have an 𝑅0 of nearly twice that of the
arly SARS-CoV-2 strains: 2.79 versus 5.08 (Liu and Rocklöv, 2021).

The fact that values of 𝑅0 are often cited to two decimal places
elies the reality that the same pathogen invading two different com-
unities can result in estimates of 𝑅0 that differ by several fold. Such
range of 𝑅0 estimates for COVID-19 have been presented in meta-

nalyses and literature reviews (Billah et al., 2020; Kochańczyk et al.,
020), as well as in the study reported here. Wide variation may be
ue to two factors: (i) estimating 𝑅0 is not a statistically robust process,
iven the small numbers of infected individuals that occur at the start
f an outbreak as well as the limited availability of outbreak data; and
ii) various socio-environmental processes influence the course of an
utbreak, including whether or not it is likely to occur in the first place.

A number of statistical studies have been undertaken to elucidate
he socio-environmental factors that influence the severity of COVID-19
n the US and around the world (Mehmood et al., 2021; Rozenfeld et al.,
020; Wang et al., 2020; Zhang et al., 2021). These include identifying
ndividual host traits – such as race, ethnicity, income level, age group,
se of public transport, and so on – that place individuals at higher risk
or infection with COVID-19 (Chen and Krieger, 2021; McCoy et al.,
021; Torrats-Espinosa, 2021; Voinsky et al., 2020). They also include
elating measures obtained from empirical data on the severity of a
OVID-19 outbreak in a local community with community measures
f its age-structure, ethnic and racial make up, use of public transport
McCoy et al., 2021), climatic factors (Briz-Redón and Serrano-Aroca,
020), and even air pollution (Travaglio et al., 2021). For example,
iedner et al. (2020) looked at mortality growth rate to understand the
ffects of social distancing response, Khataee et al. (2021) estimated
itigation efforts from mobile phone tracking data, Weill et al. (2020)
2

howed how individuals in wealthier areas had decreased their mobility
significantly more than individuals in poorer areas, and Grantz et al.
(2020) showed how mobile phones can be used to collect population
response data. These studies, however, relied on empirical social dis-
tancing or mobility response data to obtain their results. Such data may
not be readily available or even exist.

Here we take a different and novel tack. We obtain social be-
havioural measures from epidemiological models fitted to empirical
data, rather than from the empirical data itself. Deriving these mea-
sures from a model requires incidence data only. The actual social
distancing behaviour is inferred from fitting an epidemiological model
that includes social distancing effects to incidence data (Getz et al.,
2021). The data we use are reported at the level of Combined Statistical
Areas (CSAs) by the United States Office of Management and Budget
(Management and Budget Office, 2010).

CSAs, of which there are 172 in the US, provide comprehensive,
coherent population units that have a relatively high degree of so-
cioeconomic integration of the metropolitan and micropolitan areas
contained within their boundaries (see Section 2 for definitions). More,
specifically, metropolitan areas within a particular CSA are typically
linked by the same commuter rail service and served by the same
major commercial airport (Ottensmann, 2017). Hence CSAs provide
a better fit than metropolitan or micropolitan areas due to the mod-
elling assumption of an epidemic occurring in a homogeneous, well-
mixed population that is relatively isolated from its surroundings (i.e.,
many individuals in the same CSA move daily among their constituent
metropolitan and micropolitan areas, while the same cannot be said
of neighbouring CSA units). Lack of complete isolation is then dealt
with by analysing collections of populations in a metapopulation setting
(Keeling et al., 2004).

We were particularly interested in extracting information related
to the initial exponential outbreak phase and the social distancing
response within different CSAs, and consequently to compare these
responses across CSAs. The NMB-DASA web app (Getz et al., 2021) pro-
vides us with a tool for performing this kind of analysis. The underlying
epidemiological model (SCLAIV+D model, described in more detail in
Section 3) explicitly divides the population into basic (non-response)
and response classes, allowing us to evaluate the response behaviour
at a population level, as measure over a designated period of time.

Although we apply our framework to analysing the initial outbreak
and response phase of the COVID-19 epidemic across CSAs in the US, it
can just as easily be applied to other directly transmissible disease, such
as influenza, measles, and the like. For the edification of our reader, we
provide the following road map to our study, with details reported in
the remaining sections of this paper. In summary, we:

1. identified the most suitable of the 172 CSAs in the US in terms
of cases and mortality rates (data downloaded from https://
usafacts.org/);

2. determined an approximation of the start date of the exponential
outbreak phase for each CSA;

3. used the SCLAIV+D model of the NMB-DASA web app to extract
the epidemic’s initial exponential growth rate 𝑟 in the 29 CSAs
that made our suitability cut;

4. used Rai et al. (2020)’s best estimate of the generation time 
(also serial interval—see Lehtinen et al. 2021) and fitted values
of 𝑟 to estimate 𝑅0 for each of the 29 CSAs;

5. used the SCLAIV+D model to extract a curve flatting index that
pertains to the social-distancing response phase in each of the
29 CSAs;

6. applied hierarchical clustering to our estimates of curve flat-
tening behaviour across the 29 CSAs to reveal a two cluster
structure that we interpreted as low versus high social-distancing
response categories.

Unfortunately, given the fact that only 29 of the 172 CSAs had
outbreak data that made our choice of suitability cut for estimating

the epidemics initial exponential growth rate 𝑟, our sample size was

http://covid-webapp.numerusinc.com/
https://usafacts.org/
https://usafacts.org/
https://usafacts.org/
http://covid-webapp.numerusinc.com/
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insufficient to carry out multiple hypothesis tests regarding factors that
could statistically differentiate between our low versus high social-
distancing response categories (Dziak et al., 2012). It would have taken
more than half of our CSAs to make our suitability cut before an
even limited factor analysis could be made. Reasons for outbreaks in
CSAs not making our cut could include a possible initial stuttering
to the start of the outbreak (Blumberg and Lloyd-Smith, 2013), but
more likely that the initial outbreak in a majority of communities was
disruptingly fed by infected individuals entering the population rather
than being generated through an autochthonous process that later took
hold (Kraemer et al., 2020).

2. Combined statistical areas data

The US Office of Management and Budget organises demographic
and social data by the following population groupings:

• Micropolitan area: a delineated settled concentration of 10,000 to
49,999 individuals.

• Metropolitan area: a delineated settled concentration of ≥ 50,000
individuals.

• Core: an area within a larger region that has been delineated as a
micropolitan or metropolitan area.

• Employment interchange measure: the sum of the percentage of
workers living in a smaller entity (e.g., micropolitan area, or
small metropolitan area) who work in a larger entity (e.g., a
large metropolitan area) and the percentage of employment in the
smaller entity that is accounted for by workers who reside in the
larger entity.

• Core Based Statistical Area (CBSA): a geographic entity within
which statistical data are aggregated; where this entity consists of
one or more counties jointly containing at least one core area, plus
adjacent counties that have a high degree of social and economic
integration through commuting ties with the identified core.

• Combined Statistical Area (CSA): a geographic entity consisting of
two or more adjacent Core Based Statistical Areas with employ-
ment interchange measure of at least 15.

The CSA data we used pertains to the period January 21, 2020
(which is the date of first COVID-19 case in the US) to September 5,
2020. This period takes us through the first major wave of COVID-19 in
the US, which occurred during the period mid June to early September.
A second larger wave occurred from late September to mid March 2021,
and factors driving these two waves may be somewhat different.

To identify the most important COVID-19 CSAs, we first ranked
them by population size, then by number of cases per 1000 people, and
finally by the probability of deaths per case. We then summed these
3 rankings and used the 32 CSAs with the lowest scores in our study
because a sizeable gap occurred between the 32nd and 33rd positions
scores (see SOF1 for details). With this procedure, we obtained the
32 CSAs listed in Fig. 1. After further trimming 3 of these CSAs for
a reason described in subsequent sections, we finally obtained the 29
CSAs coloured in red in Fig. 1.

3. NMB-DASA web app and SCLAIV+D model

We used the NMB-DASA web app and the SCLAIV+D model to
estimate the values of 𝑅0, generate values for our measure of so-
ial distancing, and perform our response comparison across CSAs.
ecause levels of social distancing vary over time, we obtained a
easure of the levels that occurred for several weeks immediately

fter it was recognised within the communities that an initial outbreak
ad occurred. The SCLAIV+D model, reported in Getz et al. (2021)
nd available for use as a web app at NMB-DASA, was specifically
esigned to generate an integrative social distancing measure over
pecified periods of time. The model can be directly fitted to one or
oth of incidence and mortality data. The model includes both basic
3

(regular) and response (reduced transmission) groups in each of the
S (susceptible), C (contact, with the possibility of transmission), L
(equivalent to E in a SEIR model), A (infectious but asymptomatic),
I (infectious and symptomatic), V (equivalent to R in a SEIR model
but may include vaccinated individuals), and dead (D) diseases classes
(Fig. 2). The individuals move between the basic SCLAIV and SCLAIV-
response classes according to various response drivers. These drivers
can be specified using a constant or a time-varying rate. In particular,
they are (as shown in Fig. 2):

1. the level of surveillance (i.e., proportion of cases detected) im-
plemented to monitor the state of the outbreak

2. a social distancing rate (transfers individuals from S to S𝑟)
3. a social relaxation rate (transfers individuals from S𝑟 to S)
4. a quarantine rate linked to contact tracing (transfers individuals

from C, L and A to C𝑟, L𝑟, and A𝑟 respectively)
5. case isolation (transfers individuals from I to I𝑟)
6. contact reduction (transfers individuals from C to C𝑟)
7. vaccination rates (transfers individuals from pre-infectious

classes to V)
8. the impacts of treatment on disease-induced mortality rates

More details regarding the model description can be found in Getz
et al. (2021). Using incidence data as input, selected parameters can
be fitted to the model using maximum-likelihood estimation (MLE) and
social distancing, social relaxation, surveillance or virulence drivers can
be extracted. In addition, the analysis of the model output allows us to
study the temporal dynamics of the different classes of individuals.

4. Exponential phase of community transmission

From a dynamical system point of view, a disease outbreak in a focal
population is a stochastic process in which one or more imported cases
begins a transmission chain that either peters out or goes on to generate
the exponential outbreak phase of an ensuing epidemic (Blumberg and
Lloyd-Smith, 2013). Thus, extracting an outbreak phase starting date
goes beyond simply choosing to start the fitting procedure from the
date of the first recorded case, since this case may well be an imported
case that does not generate an outbreak transmission chain.

To identify an approximation of the start date of the exponential
outbreak phase for each CSA, we used the following novel procedure.
We slid a 15-day exponential curve-fitting window over the first several
weeks of incidence data to find the best 15-day fit to the empirical
data appearing in each window. The best fit was given by the range
that produced the smallest sum of the absolute values of the residuals,
provided a threshold growth rate (equal to 0.2) was exceeded, as
described in more detail in SOF1. The first day of this best 15-day fit
was taken as the start of the exponential outbreak phase of the epidemic.
Three CSAs (Corpus Christi-Kingsville-Alice, TX, McAllen-Edinburg, TX
and Montgomery-Selma-Alexander City, AL) were excluded because
they did not satisfy the chosen criterion for identifying a suitable start
date. We depict the results of our starting data identification in Fig. 3.

5. SCLAIV+D model fitting procedures

We used the NMB-DASA Web App to fit the basic parameters, which
are contact rate, initial contacted population (C), initial symptomatic
infectious population (I) and the succumb period (how long it takes
after contact to being exposed, since not all infectious contacts results in
an exposure that leads on to a symptomatic or asymptomatic infectious
period). The period of this fitting was the first 2 weeks (days 0–14) of
data from the selected starting date (see Getz et al. 2021 and SOF1 for
more details, while a guide to reproducing this analysis is presented in
SOF2). We chose the fit that minimised the absolute log-likelihood error
among the output of 200 runs. We then fixed the fitted basic parameters

and captured the initial social distancing response by fitting the social

https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
http://covid-webapp.numerusinc.com/
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
http://covid-webapp.numerusinc.com/
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
https://ludovicalv.github.io/PDFs/SOF2_CSA.pdf
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Fig. 1. The US Census bureau identifies 172 CSAs in the US (see text for the criteria used to identify CSAs). Of these, 32 listed here in this caption made the cut in our CSA ranking,
while only 29 CSAs (red areas) met our criteria for inclusion in our analysis (those with sufficiently vigorous epidemics near the start of the COVID-19 pandemic) while 143 (green
areas) did not. The 32 areas are: 1. Atlanta-Athens-Clarke County-Sandy Springs, GA-AL, 2. Boston-Worcester-Providence, MA-RI-NH-CT, 3. Brownsville-Harlingen-Raymondville,
TX, 4. Cape Coral-Fort Myers-Naples, FL, 5. Chicago-Naperville, IL-IN-WI, 6. Columbia-Orangeburg-Newberry, SC, 7. Corpus Christi-Kingsville-Alice, TX, 8. Denver-Aurora, CO,
9. Detroit-Warren-Ann Arbor, MI, 10. Greenville-Spartanburg-Anderson, SC, 11. Hartford-East Hartford, CT, 12. Houston-The Woodlands, TX, 13. Indianapolis-Carmel-Muncie,
IN, 14. Jackson-Vicksburg-Brookhaven, MS, 15. Lafayette-Opelousas-Morgan City, LA, 16. Las Vegas-Henderson, NV, 17. Los Angeles-Long Beach, CA, 18. McAllen-Edinburg, TX,
19. Miami-Port St. Lucie-Fort Lauderdale, FL, 20. Minneapolis-St. Paul, MN-WI, 21. Montgomery-Selma-Alexander City, AL, 22. New Orleans-Metairie-Hammond, LA-MS, 23. New
York-Newark, NY-NJ-CT-PA, 24. North Port-Sarasota, FL, 25. Orlando-Lakeland-Deltona, FL, 26. Philadelphia-Reading-Camden, PA-NJ-DE-MD, 27. Phoenix-Mesa, AZ, 28. San Antonio-
New Braunfels-Pearsall, TX, 29. Shreveport-Bossier City-Minden, LA, 30. St. Louis-St. Charles-Farmington, MO-IL, 31. Tucson-Nogales, AZ, 32. Washington-Baltimore-Arlington,
DC-MD-VA-WV-PA.
Fig. 2. A flow diagram of the SCLAIV+D model with its 8 flow parameters identified
by numbers 1–8 plus an asymptomatic infection parameter 9. The 8 drivers identified
by lower case Roman letters a-h are either zero (apart from surveillance), a positive
constant or have the form of a switching function.
Source: Reprinted here from Getz et al. 2021.

distancing parameters over the longer period of day 0 to 30, repeating
the procedure 200 times to find the best fit. The social distancing
parameters that we extracted describe the time-varying driver as a
switching function. In particular, they are: onset time, and the initial
and final social distancing rates, as well as the switching time location,
as explained in Getz et al. (2021). The results of these fittings are
reported in SOF3, where the values of the best fitting parameters as
4

well as the output of the model simulations using these parameters can
be found.

6. R-zero estimation

Beyond estimating the start dates, the statistic that we were inter-
ested in extracting from our analysis was the estimated (best fitting)
exponential growth rates 𝑟 associated with the initial outbreaks of
COVID-19 in each CSA. To obtain this value, we fitted an exponential
curve to the trajectory produced by the SCLAIV+D model fitted to the
incidence data over the first 2 weeks. We did this, rather than fitting
an exponential curve directly to the incidence data itself, to obtain a
growth rate estimation consistent with the set of basic parameters of
the SCLAIV+D model that best fit the incidence curve to the first 2
weeks of empirical incidence data.

Our fitted exponential growth rate allows us to extract the trans-
mission parameter 𝛽 for given contact rate values, as described in Getz
et al. (2021). In addition, a value for the basic reproduction number 𝑅0
can be inferred from a value of 𝑟. This inference requires that we have
an estimate  of the average time between infections, which is called
the generation time. This time is on average equal to the serial interval
time—which is the time from the onset of symptoms in an infector to
the time of the onset of symptoms averaged across the one or more
individuals (infectees) infected by this infector (Lehtinen et al., 2021).
Note that, as shown in Ali et al. (2020b), generation time estimates
are influenced by the isolation level of the transmission pairs. Strong
isolation efforts would lead to a lower estimate of the generation time.
Once both 𝑟 and  are known, then 𝑅0 can be computed from the
relationship

𝑅0 = 𝑒𝑟 (1)

rather than the approximation 𝑅0 ≈ 1 + 𝑟 (Anderson et al., 2020)
that can be used if 𝑟 is much smaller than 1. We note, however, that

https://ludovicalv.github.io/PDFs/SOF3_CSA.pdf
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Fig. 3. Our computed day 0 for each CSA of interest. The earliest starting date we obtained was February 29, 2020, in the CSAs Washington-Baltimore-Arlington, DC-MD-VA-WV-PA
and Chicago-Naperville, IL-IN-WI. The latest in our group was the Brownsville-Harlingen-Raymondville, TX CSA with a starting date of March 16, 2020. To keep our figure compact,
we indicate the CSAs with the name of the first city in the full description provided in the caption of Fig. 1.
Table 1
Calculation of 𝑅0 using Eq. (1) and generation time estimate  = 5.40.

CSA name 𝑟 𝑅0

Atlanta-Athens-Clarke County-Sandy Springs, GA-AL 0.26352 4.1495
Boston-Worcester-Providence, MA-RI-NH-CT 0.28437 4.6441
Brownsville-Harlingen-Raymondville, TX 0.20256 2.9856
Cape Coral-Fort Myers-Naples, FL 0.20758 3.0677
Chicago-Naperville, IL-IN-WI 0.38237 7.8837
Columbia-Orangeburg-Newberry, SC 0.24668 3.7889
Denver-Aurora, CO 0.25350 3.9310
Detroit-Warren-Ann Arbor, MI 0.23920 3.6389
Greenville-Spartanburg-Anderson, SC 0.19894 2.9279
Hartford-East Hartford, CT 0.25359 3.9328
Houston-The Woodlands, TX 0.33278 6.0316
Indianapolis-Carmel-Muncie, IN 0.34923 6.5918
Jackson-Vicksburg-Brookhaven, MS 0.23446 3.5470
Lafayette-Opelousas-Morgan City, LA 0.33598 6.1367
Las Vegas-Henderson, NV 0.25175 3.8941
Los Angeles-Long Beach, CA 0.24309 3.7160
Miami-Port St. Lucie-Fort Lauderdale, FL 0.26063 4.0854
Minneapolis-St. Paul, MN-WI 0.18176 2.6685
New Orleans-Metairie-Hammond, LA-MS 0.23877 3.6305
New York-Newark, NY-NJ-CT-PA 0.40881 9.0935
North Port-Sarasota, FL 0.21643 3.2179
Orlando-Lakeland-Deltona, FL 0.27489 4.4125
Philadelphia-Reading-Camden, PA-NJ-DE-MD 0.29393 4.8901
Phoenix-Mesa, AZ 0.41426 9.3651
San Antonio-New Braunfels-Pearsall, TX 0.21134 3.1306
Shreveport-Bossier City-Minden, LA 0.28708 4.7125
St. Louis-St. Charles-Farmington, MO-IL 0.29823 5.0051
Tucson-Nogales, AZ 0.12113 1.9234
Washington-Baltimore-Arlington, DC-MD-VA-WV-PA 0.26769 4.2442

MEAN ± SD 0.27 ± 0.07 4.5 ± 1.8

MEDIAN 0.25 3.93

Eq. (1) applies only when the generation time distribution is Gaussian-
like, with notable errors occurring when the distribution is exponential
(Wearing et al., 2005a).

Under the assumption that the generation time is the same for
each CSA, the calculations of 𝑅0 for each of the CSAs will vary with
their estimated exponential growth rates 𝑟. In Table 1, we report our
CSA values 𝑅0, using a generation time  = 5.40, as obtained by Rai
et al. (2020) in their meta-analysis of COVID-19 generation times and
the growth rate 𝑟 extracted from the SCLAIV+D model output data.
The mean plus/minus the standard deviation of 𝑅0 across our CSAs is
4.5 ± 1.8.
5

Fig. 4. Heatmap and clusters of CSAs considering the area under the 𝑐f latten index curve.
The variable 𝑋𝑖 represents the area under the curve after 𝑖 days, starting from the last
day with the index equal to 0.

7. Curve flatting index

With the basic set of epidemic parameters fitted to the exponen-
tial phase, a second set of behavioural parameters can be fitted to
each CSA’s incidence data for a couple of weeks beyond the expo-
nential phase. For clarity, we reemphasize that we used the first 15
days of incidence data to fit the exponential phase and the first 30
days to fit the behavioural response parameters, with the best-fitting
exponential phase parameters in place for this second fit. The re-
sulting simulations can be used to assess the degree to which the
susceptible individuals in susceptible class S had transferred to the
social-distancing susceptible class S𝑟, where we assume that individu-
als through transmission-reducing or social-distancing behaviour have
reduced their risk of infection by an order of magnitude (i.e., by 90%).
We then calculated a curve flatting index 𝑐f latten(𝑡) (Getz et al., 2021),

𝑐f latten(𝑡) =
𝑆𝑟(𝑡) (2)
𝑆(𝑡) + 𝑆𝑟(𝑡)
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Fig. 5. Curve flatting index: weak-response group (blue, left) and strong-response group (red, centre) over the 30-day range, with the considered 20-day range (right) for the area
calculation.
We note that the actual assumption about the value of the reduction in
risk (i.e., by 90%) is not critical because the proportion of susceptibles
in the response class S𝑟 will adjust dynamically to reflect the real
flattening effect when the model is fitted to the data: the index will
become larger or smaller depending on whether we make the risk
reduction factor less or more stringent respectively. Thus comparisons
are always relative across different areas rather than absolute.

We regard the state-derived index expressed in Eq. (2) as a bet-
ter way to compare curve flattening behaviour than directly compar-
ing the curve-flattening process parameter values themselves, because
collinearity among the curve flattening parameters makes it hard to
generate an appropriate comparison. We also emphasise that the impor-
tance of the SCLAIV+D model fit of social distancing is that it allows us
to extract information regarding the social distancing response without
having to collect empirical observations. Such empirical data are diffi-
cult to collect without the use of GPS or mobile phone technology (but
see Grantz et al. 2020), especially for large-scale studies.

At the end of the second fitting procedure, we selected the best 10%
of the total resulting fits by looking at the error fit and evaluated mean
and standard deviation of the corresponding curve flatting index. The
full details of all the fits (e.g. errors associated with the fits, histograms
of parameter values associated with the fits), as well as plots of the
best fits in each case are reported in SOF3. To obtain a comparative
understanding among the CSA responses, we generated a heat map
(Fig. 4) as follows. First we captured the temporal evolution of the
curve flatting index by calculating the area under the index 𝑐f latten(𝑡)
mean curve over time; specifically, over 20 consecutive days, starting
from the last day with an index equal to 0 (see SOF1 for details). These
values were then used to perform hierarchical clustering (choosing area
values at day 5, 10, 15 and 20 to reduce the effect that values on
consecutive days are strongly correlated) and classify the CSAs into
different groups. We used the R package pheatmap and the ‘‘complete"
method to perform our analysis. This led us to extract two reasonably
distinct clusters, as shown in Fig. 4, based on the elbow method for
determining the most likely number of distinct clusters in the data (see
SOF1 for details). Plots of the curve flatting index values 𝑐f latten(𝑡) for
the two different clusters are illustrated in Fig. 5, where we observe that
the first group (shown in blue) presents a noticeably weaker response
over time compared to the second group (shown in red).

In SOF1 we also present the clusters extracted by considering both
area features and the 𝑅0 estimation. Except for the two CSAs (New
York-Newark, NY-NJ-CT-PA and Phoenix-Mesa, AZ) which present a
particularly high 𝑅0 and therefore are clustered together if we consider
three clusters, we observe that the area associated to the curve flatten-
ing index tends to be more influential to the clustering process than the
𝑅0 value.

8. Discussion

In this paper, we present an approach to computing 𝑅0 from the
initial exponential outbreak phase and extracting an initial social dis-
tancing response to this outbreak phase. After these two phases the
course of the epidemic depends on the extent to which the initial social
6

distancing response may be relaxed and later reimposed, as we have
observed in many of the COVID-19 epidemics in regions and countries
around the world (Getz et al., 2021).

To begin, we focused on the initial outbreak phase across the
Combined Statistical Areas (CSAs) of the United States. In the literature
we find previous work on the estimation of 𝑅0 across the US: in
particular, in Sy et al. (2021), the authors estimated 𝑅0 across US
counties by assuming that the exponential growth phase began one
week prior to the second daily increase in cases and that the period
of exponential growth lasted approximately 18 day beyond this start
day. They extracted values of 𝑅0 in the range [0.38, 12.44], with median
value 𝑅0 = 1.66. Our method, on the other hand, searched for the best
fitting exponential curve over a two-week window that was allowed
to range from the day of the first case (considering a 7-day lagged
moving average, see SOF1 for details) for an additional two weeks
beyond this first case. Also, we considered population units that were
socio-economically more cohesive than counties, because the counties
may either include areas not particularly socio-economically connected
or they may cut populations into fragments that belong to the same
socio-economic unit.

The values we obtained for 𝑅0 spanned an almost 5-fold range of
[1.9, 9.4] thereby indicating the precariousness of estimating 𝑅0 from
data pertaining to a population that is not closed with respect to the
importation versus autochthonous generation of new infections. The
mean value we obtained (𝑅0 = 4.5±1.8) is somewhat higher but still in
line with other estimated values of 𝑅0 for COVID-19. In fact, in initial
outbreak phases, the occurrence of super-spreading events (Lloyd-Smith
et al., 2005) may precipitate the start of an outbreak (Kochańczyk
et al., 2020), thereby resulting in higher 𝑅0 estimates than would be
obtained if the existence of such superspreading events were taken into
account when estimating 𝑅0. In particular, in Kochańczyk et al. (2020),
the 𝑅0 estimate across various countries, observed in the exponential
phases, resulted in the interval [4.7, 11.4]. In Ke et al. (2021), the
authors extracted an early epidemic growth rate 𝑟 for the US equal
to 0.28/day, which is consistent with our mean result (𝑟 = 0.27). The
authors calculated 𝑅0 according to the equation derived by Wearing
et al. (2005b) and estimated its value in the range [4.7, 7.5] with median
𝑅0 = 5.9.

In conclusion, we have presented an objective, mathematically for-
mulated method for estimating 𝑅0 within a month or so of the start
of an autochthonous outbreak. Thus our method is more rigorous
than previous methods, which appear to be more ad-hoc and do not
try to account for the start of the autochthonous outbreak. Specifi-
cally, our method involves mathematically fitting the best exponential
growth curve in a way that is likely to minimise the impacts of
non-autochthonous cases; other methods have no way of eliminat-
ing early non-autochthonous cases that do not immediately seed an
autochthonous outbreak that gives rise to the exponential phase. In
addition, we stress that our approach allows us to compute an initial
social distancing response in a population experiencing an epidemic
outbreak without the need to have data that can be used to directly
assess actual social distancing behaviour. Notably, more than two years
into the COVID-19 epidemic, a reliable way beyond our presentation
here has not be developed to quantifying social distancing. During this
period, however, GPS based mobility data became widely available

https://ludovicalv.github.io/PDFs/SOF3_CSA.pdf
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
https://ludovicalv.github.io/PDFs/SOF1_CSA.pdf
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with multiple studies finding a relationship between mobility and the
early phases of the pandemic (Yabe et al., 2022; Serafino et al., 2022).
Thus, the time is now ripe for research to be undertaken to connect
mobility data obtained during the Covid-19 pandemic with model-
based indicators of population behaviour. Finally, our method applies
equally well to an outbreak of any directly transmitted disease or
disease process that has an initial exponential growth phase.
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