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A B S T R A C T   

Corona disease has become one of the problems and challenges of humankind over the past two years. One of the 
problems that existed from the first days of this epidemic was clinical symptoms similar to other infectious vi
ruses such as colds and influenza. Therefore, diagnosis of this disease and its coping and treatment approaches is 
also been difficult. In this study, Attempts has been made to investigate the origin of this disease and the genetic 
structure of the virus leading to it. For this purpose, signal processing and linear predictive coding approaches 
were used which are widely used in data compression. A pattern recognition model was presented for the 
detection and separation of covid samples from the influenza virus case studies. This model, which was based on 
support vector machine classifier, was tested successfully on several datasets collected from different countries. 
The obtained results performed on all datasets by more than 98% accuracy. The proposed model, in addition to 
its good performance accuracy, can be a step forward in quantifying and digitizing medical big data information.   

1. Introduction 

The coronavirus pandemic, which has plagued the world, has 
become more prevalent than other pervasive diseases in history. This is 
due to the high incidence of this disease and its high transmission rate. 
According to the World Health Organization statistics, in the last two 
years, tens of thousands of people die every day due to this disease [1]. 
Of course, this is not the world’s first pandemic virus in a century. 
Previously, influenza, Ebola, Mers, and SARS, were among the viral 
epidemics that have engulfed human societies [2]. 

One of the main problems and challenges in the diagnosis of this 
disease is its seemingly dodgy primary symptoms. The initial clinical 
manifestations of this virus are similar to common infectious viruses 
such as colds and influenza diseases. There are several things that have 
been done about symptoms of patients with this disease, including [3]. 
In this study, the symptoms of patients in different countries have been 
considered and the effect of various characteristics and parameters has 
been investigated. Also, compared with pervasive diseases and previous 
versions of this virus such as MERS and SARS. In [4], the issue has also 
been investigated and compared with a series of well-known influenza 
viruses such as H1N1, H7N9, H5N1 types of this virus. 

In medical science, diagnosis phase of the disease may be considered 

as the most important phase among the existing phases. Because in 
addition to the advantage of accelerating the patient’s recovery with 
proper and timely diagnosis, the results of this phase can also be used in 
other phases. Diagnostic approaches of this disease can be classified into 
3 general sections [5]. One of the important reasons for evaluating the 
diagnostic methods of this disease is the reporting of large amounts of 
the diagnostic tests wrong results [6]. Many claims and researches have 
been conducted regarding the origin of corona and the main cause of the 
emergence of this virus, including Y. Zhang’s research, noted [7]. 

It is certain that the origin of corona disease is a virus that causes 
genetic changes in the nature of the cell by causing genetic changes. 
Analysis of coronavirus has not started two years ago. In articles such as 
[8910], the internal structure of this virus has been investigated from a 
chemical and biomolecular point of view. In another study in 2003, the 
spread of this disease has been noted in one of the French cities [11]. 
Other scientists have also investigated the virus. So that in 2010, P. Woo 
et al examined the genome of the virus from a bioinformatics perspective 
and in intelligent ways [12]. 

Genetic components analysis is one of the main tasks in the analysis 
of genetic disease. For example finding the host of the virus from other 
organisms or finding the similarity of the human virus with other living 
organisms can be valuable for future research, which was tested on 
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about 2625 viruses and 429 corresponding hosts in [13]. In this 
research, the data have been compared from the statistical perspective, 
and there is no machine learning evaluation procedure. Research on the 
mutations of this virus has also been very important. For example, in 
[14], the severity of the virus based on mutations analyzed on 1594 viral 
genomes. They used an algorithm with about 94 % accuracy by using 22 
mutations. Some research has focused on one or more specific genes. 
One of them is the Y. Cao and et al. research, that studied the activation 
of this gene on different parts of the world samples [15]. This article is 
not based on machine learning scheme and a comparative approach is 
used in this paper, too. 

S. Yan and colleagues focused on the prediction of the position of 
nucleotide mutations on amino acid sequences [16]. The basis of the 
proposed research approach is the use of feed-forward backpropagation 
neural network. In addition to the covid virus, they used Influenza A 
virus data to aid in mutations in the learning phase. They tested their 
algorithm on influenza virus variants by more than 95 % correct rate 
accuracy and made comparisons based on them, but there is no com
parison and guarantee for the success of the algorithm on coronavirus 
samples. Machine learning methods proposed in, K. Kuzmin et al. 
research, to analyze different variants of the virus, in the form of 
phylogenetic tree [17]. They compared several machine learning 
methods for this research and SVM and decision tree approaches clas
sified the feature space with 95–99 % accuracy, on 1238 samples. 

M. El-dosuky et al research [18] main idea is the deep learning 

approach and CNN method to categorize the data into two categories. 
This research, which has been tested on about 500 genomic samples, and 
its performance accuracy was 99 %. One of the main challenges of this 
research is the use of algorithms with high time complexity. M. S. Nawaz 
et al, analyzed genomic data [19], by sequential pattern mining, which 
leads to the revelation of a series of important features. They focused on 
frequent pattern of genomic sequences and the mutations of the 
mentioned sequences, by machine learning methods. S. Ma and his 
colleagues’ research is another similar study that has been done in the 
field of genomics on two coronaviruses and influenza [20]. A large 
number of attributes were compared in this research, but the number of 
records was not sufficient. They succeeded in separating these two vi
ruses with about 88 % accuracy. 

In [21], the effect of a specific gene has been studied on influenza 
data. A. Tsonis et al, focuses on the corona and influenza viruses com
parison [22]. The genomic sequences are mapped in the form of signals, 
and wavelet transform is used in the feature extraction phase. Finally, a 
graph is drawn to measure the similarity of the results of different vi
ruses, which are based on peak point values. One of the applications of 
deep learning is in the analysis of genomic data, which has also been 
used for corona disease. In the study of A. Lopez-Rincon et al., Deep 
learning approaches have been used to diagnose the sequences associ
ated with this disease [23]. 

In another study, A. Lopez-Rincon et al. used in-depth learning ap
proaches to diagnose disease-related sequences [24]. The use of deep 

Fig. 1. The proposed approach flowchart.  
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learning approaches on genomic data has been used in other studies 
such as [25]. In this research, a new method has been used to display and 
encode genomic sequences. Another application of deep learning is in 
the R. Khan et al. research, who proposed an algorithm for the prediction 
of genetic mutations in the form of nucleotides and amino acids [26]. 
The selected data in the form of complete genome is selected from 
different countries. 

In another study by H. Arslan et al., the cgp-island genetic compo
nent was used as a distinguishing feature of several groups of genomic 
sequences [27]. A database of Chinese Wuhan genome data has been 
used as case studies. S. Naeem et al., used signal processing approaches 
to classify the coronavirus genomic data [28]. In this study, the genomic 
form of SARS and MERS viruses compared with the new covid-19 virus. 
Another signal processing-based study to identify the type of corona was 
presented by T. Paul et al. [29]. The basis of this research is using the 
wavelet transform and the use of a series of music signals features. The 
proposed approach is tested on the amino acid sequences. 

Signal processing algorithms on genomic data have already been 
used in other coronavirus researches. For example, M. Cohen-Mcfarlane 
et al have created a new database of Crohn’s coughs [30]. Other work 
has been done on the analysis of cough or voice signals in people such as 
[31] and [32]. It should be noted that, signal processing and machine 
learning approaches has already successful results on other genetic 
diseases genomic data. For example S. S. Roy research [33], which have 
been tested on relatively large number of cancerous sequences. Among 
the newly published articles in this scope, we can mention the [34–40] 
researches. These studies are not limited to cancer disease and in the 
research of D. Dalwadi et al, these methods have been used on AIDS 
disease [41]. In addition to signal processing approaches, computa
tional, statistical and electronic approaches have also been tested in the 
classification of DNA and RNA biological sequences [42–46]. 

This review has shown that in this limited time, this virus has been 
studied from different perspectives. The high length, volume and variety 
of this virus case studies make it difficult to analysis of this type of data. 
For example, in some of the presented methods, a small number of 
samples have been tested. Therefore, the classification phase or evalu
ation and comparison of the results of these researches have not been 
done appropriately. Some of the presented methods also have a high 
complexity, which makes it challenging to generalize them to more data. 
Some of these researches have been done without mapping to a signal 
format, and a few articles have been presented based on signal pro
cessing methods. The Proposed model have been used on influenzas and 
coronavirus diseases’ genomic data in the form of nucleotide sequences 
by DSP-based techniques. The following is a brief description of the 
proposed research contributions:  

• data-independent (in terms of length and type of genomic sequences) 
performance of the utilized methods, facilitate the development of 
the model.  

• Feature extraction results of the corresponding signals has led to 
separation of the coronavirus from the influenza virus with high 
accuracy. 

• The proposed approach has been tested on a large number of coro
navirus genomics datasets from different geographical areas and 
variants (not specific country, area or dataset).  

• Using a new combinatorial compression approach on the genomic 
sequences decreases the time complexity. 

• Dealing with the randomness of the results by adopting k-fold ma
chine learning evaluation technique.  

• Successful result (with more than 0.98 accuracy) of the proposed 
method on a much larger number of data (107000), compare with 
previous researches.  

• The low complexity and memory consumption of applied methods is 
important in genomic sequences analysis research. This case is also 
considered in this study and there is no simulation or electrical 
modeling approach. 

In the following parts, the proposed approach will be introduced step 
by step. 

2. Material and methods 

The proposed approach is presented in the form of a pattern recog
nition. The proposed approach aims to identify and differentiate samples 
of covid-19 virus from other viruses with similar clinical symptoms. 
Influenza virus samples have been selected for this purpose. The pro
posed approach flowchart presented in Fig. 1, in two general phases. The 
first phase on the left side is the feature extraction and feature selection 
stages and the right side of the flowchart is related to the machine 
learning and evaluation of the proposed model. 

As shown in Fig. 1, the research has been proposed on DNA nucle
otide sequences. DNA sequences are known as the principal source of 
genetic information within the cell. These sequences are converted to 
RNA and protein sequences respectively during organized steps. Any 
change at the nucleotide level, which can take many forms, are known as 
genetic mutations. These genetic mutations can also change the genetic 
structure of other cells [47]. The purpose of this study is to identify and 
determine a series of distinctive features that distinguish between 
different samples, that will be described in following sections. 

2.1. Linear predictive coding (LPC) 

The first step in analyzing genomic information using DSP ap
proaches is converting the sequences into a signal format. For this 
purpose, several methods have been presented. A. Yang et al have 
divided the existing methods into several general sections [47]. In this 
research, the Z-Curve method has been used for nucleotide to signal 
mapping. The basis of this method is the conversion of nucleotide se
quences into three signal vectors based on four vectors specific to each 
type of nucleotide. In other words, in this method, four vectors are 
formed for each type of nucleotide, and then based on Equation (1), the 
corresponding final vector is calculated [48]. 

xi = (Ai + Gi) − (Ci + Ti)

yi = (Ai + Ci) − (Gi + Ti)

zi = (Ai + Ti) − (Ci + Gi)

(1) 

In equation (1), there are three relations from top to bottom, which 
show how to calculate the three vectors x, y, z. To calculate these vec
tors, it is first necessary to compute 4 separate vectors for each type of 
nucleotide. Then, by using the four mentioned vectors (consists of A, C, 
G, T), the  x, y and z vectors are calculated. According to these relations, 
the mentioned vectors are calculated for each sample. 

After this step, linear predictive coding model performed on signal 
data to feature extraction. The idea of this method is based on the 
principle that the current speech sample can be made as a linear com
bination of the previous samples. In other words, LPC method model the 
future signals according to the previous samples. The main relation of 
this method is based on Eq. (2). Based on this formula, the goal is finding 
the prediction coefficients [49]. 

S[n] =
∑P

k=1
akS[n − k] = a1S[n − 1] + a2S[n − 2] +⋯+ apS[n − p] (2) 

In Eq. (2), p refers to the degree of prediction. This equation can be 
considered as an all-pole filter, which can predict the instantaneous 
instance of signal S [n] with the linear composition p of the previous s 
examples. Prediction coefficients is also specified as ai, which is known 
as linear prediction coefficients. Finally, from this equation, each sample 
is estimated from the coefficients and previous samples. There are 
several methods for computing linear prediction coefficients, including 
autocorrelation and covariance methods [49,50]. 

In this research, the LPC model was applied on the corresponding 
signal vectors of the nucleotide sequences. In other words, the LPC 
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model is applied to the three-dimensional vectors obtained from the Z- 
Curve mapping method. Due to the relatively long length of the obtained 
vector signals, they are analyzed at specific intervals (equal to the 
specified window size). So that from the beginning of the signal vector of 
this model is applied on a part of the signal vector of nucleotides and the 
obtained results are stored. This process is repeated until it finally rea
ches the last window and its output is calculated and the results are 
stored in the form of a matrix. Fig. 2 shows an example of windowing 
technique on the corresponding vectors of a nucleotide sequence. 

As shown in Fig. 2, a part of the sequence is selected, which is marked 
with a rectangular box. First, the linear prediction method is applied 
only to the corresponding signals of this window. The output is saved as 
a vector and then the window is slid. The window has the same size as 
before, but it refers to a different range of the signal. It should be noted 
that, the overlap between two consecutive windows is taken into ac
count to prevent the loss of border information between two adjacent 
windows. Again, the result is stored in the form of a vector and the same 
process continues until the end of the signal. If the length of each output 
vector is assumed to be m and this process is repeated n times, finally the 
output is an n*m matrix. Considering the length of the signals) which is 
caused by the long genomic sequences), the use of the windowing 
technique reveals more details and prevents the randomness of the final 
result. 

2.2. Singular value decomposition (SVD) 

Applying the sliding window LPC model on the corresponding vec
tors of nucleotide sequences yields several output vectors. The covari
ance matrix is used to manage the feature space of the created matrix. 
The covariance matrix, which will be a square matrix, is calculated from 
the Eq. (3) formulas [51]. 

X = [x1, x2, x3,⋯, xm],Cxx = E
{
X.XT}

D = diag[λ1, λ2,⋯, λm] ,V = [v1, v2,⋯, vm]
(3) 

In the above-mentioned equation, “D” is a square matrix, whose 
diameter is λi the eigen-values of the matrix, and V is the eigen-vector of 
the matrix. In this research, two statistical features extracted as the final 
distinguishing criteria. The maximum, standard deviation of the 
mentioned vectors values, which is calculated based on the Eq. (4): 

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(xi − μ)2

n − 1

√
√
√
√
√

whichμ =
∑n

i=1
xi (4) 

In Eq. (4), xi and μ denoted the mean and standard deviation quan
tities, respectively. 

2.3. Support vector machine (SVM) for classification 

The aim of this study is to differentiate and classify the samples into 
two classes. One of the efficient methods in the field of machine learning 
for the classification is the support vector machine (SVM). The main goal 
of the SVM approach is to find a hyperplane that creates the maximum 
separation margin between the two existing categories. In the simplest 
possible way, if the feature space is assumed as {(x1, y1), (x2, y2), (x3, y3), 
…, (xn, yn)}, the goal is to find a line or hyperplane that separates yi = 1 
from yi = -1. This hyperplane can be shown with Eq. (5) as follows [52]. 

W.x+ b = 0 (5) 

In this regard, W is the vector of weights and b is a number for 
adjusting the weight in different conditions. One of the advantages of 
this method is the ability to generalize to multidimensional space at a 
relatively good speed. One of the capabilities of this model that improves 
the classification performance, is kernel function concept. Kernel func
tions model the non-linear feature spaces as well as linear dimensions. 
Table 1 lists the known kernel functions with their mathematical 
relations. 

In these formulas, x is the feature vector of the existing problem, 
which is mapped to a multidimensional space with the mentioned 
functions. 

3. Results 

In this section, the experiments are presented and described with the 
obtained results. In this research, 107,000 human nucleotides sequences 
in FASTA format extracted from the Genbank database of the NCBI 
website [53]. 47,200 of these numbers are coronavirus data, and the rest 
related to the influenza virus sequences. The sequences length maximum 
size is about 30,000 base pairs, and had no ambiguous nucleotides. Due 
to the genetic differences of various geographical regions, experiments 
were performed on several datasets from 20 different countries sepa
rately. The mentioned datasets have been collected from some countries 
with higher mortality rates (such as USA, India, Brazil, Russia, e.g.,). It 
was also tested on countries, where different mutations and variants of 

Fig. 2. Sliding window technique procedure on the corresponding signal vectors of nucleotide sequences.  

Table 1 
The common kernel functions of the SVM learning model.  

Kernel Name Equation 

Linear xT
i .xj 

Polynomial (xTxi + 1)P 

Sigmoid tanh(xTxi + 1)
RBF 

e

(
−

1
2γ2 |x − xi|

2)

MLP tanh(β0xTxi + β1)
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the virus were observed during this period (such as China, India, United 
Kingdom, e.g.,). 

Fig. 3 shows an example of the data format and the steps of the 
proposed approach are depicted on it. Fig. 3 first shows an example of 
genomic raw data in the Fasta format. Each sample has two parts: 
“Header” and “Nucleotide sequence”. The “Header” section gives in
formation about the mentioned sample, which does not affect the 
analysis. The “Nucleotide sequence” section contains genomic data in
formation in the form of a sequence of A, C, G, and T nucleotides. The 
proposed method is applied on this part of the data according to the 
flowchart of Fig. 1 step by step on each data. 

As shown at the bottom of the raw sample, each type of the nucle
otide is mapped to the corresponding three-dimensional vector using the 
Z-curve method. The sliding window LPC method is applied to all three 
vectors. The sum of these three vectors is stored in the form of a vector as 
the result of one repetition of the algorithm. The sliding window algo
rithm of the LPC continues and repeats until the end of the signal. 
Finally, due to the repetition of this process, the output of the LPC 
method can be considered as a matrix. The SVD technique converted it 
as a vector and statistical features are extracted from that. This pro
cedure is repeated on all the data and the mentioned two features are 
extracted from each data. 

Fig. 3. Procedure of a genomic sequence feature extraction steps.  
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3.1. Evaluation methods 

The predicted labels and the real labels can be used as criteria for 
evaluating the supervised learning model. In this case, 4 states occur 

which are known as true positive (TP), true negative (TN), false positive 
(FP), false negative (FN). Some other criteria have been defined in the 
field of machine learning based on the four mentioned components. One 
of the most famous criteria is Accuracy, which is computed based on the 
correct prediction value of the mentioned labels. The Eq. (6) indicates 
how to calculate this index in terms of the above four criteria [51]. 

Accuracy =
TP+ TN

TP+ FN + TN + FP
(6) 

Also, the 10-fold method has been used to validate the results. 

3.2. Experimental results 

Experimental tests were performed in the MATLAB 2018 software. 
Several experiments were performed to analyze the parameters of the 
used LPC model. For this purpose, the experiment (with the mentioned 
parameters) was performed on the China dataset samples with 1050 
samples, of which 344 were coronavirus samples and the rest were non- 

Table 2 
Comparison of obtained results by changing various parameters.  

no Order Window Accuracy 

1 40 60  0.951 
2 40 90  0.952 
3 40 150  0.943 
4 20 40  0.961 
5 20 90  0.964 
6 20 150  0.977 
7 20 200  0.961 
8 10 40  0.943 
9 10 90  0.950 
10 10 150  0.961 
11 10 200  0.961  

Fig. 4. 10-fold accuracy of different machine learning models comparison.  

Fig. 5. Comparison of the maximum vs standard deviation values on China dataset.  
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corona cases. Table 2 lists the results some experiments with different 
coefficient order and different window length values. The last column 
from the left side indicates the obtained accuracy. It should be noted 
that, a common classification method (linear SVM) was performed. 

The results of Table 2 show that the LPC model order 20 and 150 
window lengths had better performance results. One of the important 
steps in pattern recognition studies is choosing a proper machine 
learning method. In this research, several machine learning approaches 
were tested, and the results are depicted in Fig. 4. In this picture, the 
horizontal axis represents the name of machine learning methods. The 
vertical axis also indicates the obtained accuracy of the 10-fold method 
in evaluating the classification accuracy. 

Fig. 4 shows that the SVM model with nonlinear kernel functions 
have better performance than other models. It is obvious that the ex
periments were successful on about 99 % of data, by using Sigmoid 

kernel. The values of two mentioned distinguishing peak and standard 
deviation features of this dataset, are illustrated in Fig. 5. The horizontal 
and vertical axis of this diagram represents the peak and standard de
viation of vector values, respectively. The covid virus samples are 
specified by red and cross symbols and flu samples are distinguished by 
blue and circle symbols. 

In Fig. 5, it is clear that for the non-covid virus class, the first feature 
(maximum) is limited in the range of 1–4 and this feature is limited in 
the range of 24–28 for the coronavirus class. In the case of the second 
feature (standard deviation), the non-covid virus class ranged in 0.4–0.8 
and the coronavirus class results is limited in the range of 2.1–2.4. It is 
necessary to mention this point again that due to the relatively large 
number of data, the results of some samples have been mixed., and this 
makes the data less visible. 

Two mentioned extracted features result on 10 samples from this 

Fig. 6. The result of two features on some covid samples (a) Maximum feature (b) Standard deviation feature.  
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dataset are shown in Fig. 6, by their NCBI accession numbers. In this 
figure, the first feature (maximum) and the second feature (standard 
deviation) of the results are specified in two sections (a) and (b), 
respectively. The horizontal axis of both charts, represents the NCBI 
Genbank accession number of the genomic sequence at, and the vertical 
axis shows the obtained results. 

As shown in Fig. 6, the results are similar, which is true for both 
features. These results have a similar interpretation for the non-corona 
class. Two mentioned features results were successful on other data
sets as well. The same experiment was tested on 10 non-covid (flu virus) 
sequences, which are shown in Fig. 7. 

Two types of virus difference are obvious according to the previous 
figures. This difference is evident in both features, which have also been 
tested on more several data. The proposed approach tested on the United 
Kingdom dataset with 4500 samples, 1735 of which belong to the covid 
class, also yielded successful results. Similarly, Fig. 8 illustrates the 

outputs in the form of two-dimensional diagrams in which the hori
zontal and vertical axes represent the two features, respectively. 

In Fig. 8, it is also clear that the threshold values can be defined on 
both features of the two categories, similarly. Similarly, this experiment 
and diagrams can also be performed on the other countries datasets. 
Some of them is illustrated in Fig. 9, in the form of several parts by 
similar diagrams. 

In Fig. 9, the a, b, c and d sub-sections are related to the USA, 
Australia, France, India countries datasets respectively. In these exper
iments, 53400, 23600, 420 and 2890 samples tested, respectively. The 
obtained diagrams well represent the ability to classify and differentiate 
the two categories. Similar to the previous figure diagrams, some rules 
can be defined in terms of numerical values for each feature per class of 
samples. The results of the maximum value in covid samples limited in 
the range of 25–30 and in flu cases, were in the range of 1–6. In Covid 
samples, the second feature values were dispersed in the range of 2–2.5 

Fig. 7. The result of two features on some non-covid samples (a) Maximum feature (b) Standard deviation feature.  
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and flu samples were limited in the range [0.2,1.2]. 
A review of previously published articles on the coronavirus se

quences data, can highlight the role of the number of the case studies on 
the obtained results. Table 3 lists the published articles in this scope. In 

Table 3, the Database column indicates general information about the 
number and types of the examined genomic data described. The 
Methods column also contains information about the utilized algorithms 
and techniques, and the Evaluation column also summarize the obtained 

Fig. 8. Comparison of the obtained maximum vs standard deviation values on United Kingdom dataset.  

Fig. 9. Maximum diagram vs standard deviation feature space on some countries datasets (a) USA (b) Australia (c) France (d) India.  
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results. Each row of this table refers to the specific research, and the last 
row is dedicated the proposed approach of our research. 

It is clear that in some recent studies, the number of case studies have 
not been enough for machine learning purpose. However, in this study 
several data from different geographic regions tested. Numerous ex
periments were performed in this study to deal with the randomness of 
the results. Another noteworthy point about the previously researches is 
the use of methods and algorithms with high time complexity, such as 
deep learning techniques. 

These experiments and researches that have already been conducted 
in the genomic signal processing field show that the use of DSP-based 
approaches can be effective in solving or improving the genetic prob
lems. Also. these methods digitize the information of nucleotide se
quences. It can be effective idea in quantifying medical information and 
concepts. Another advantage that may remain hidden is the ineffec
tiveness of the nucleotide sequences length of on the obtained results. It 
can be concluded that the proposed model can compress the information 
of genomic sequences to recognize and differentiate nucleotide se
quences discriminative features. 

4. Conclusion 

In this study, a pattern recognition model was proposed for the 
identification and differentiation of coronavirus samples in the form of 
genomic sequences. In the feature extraction phase, LPC model led to the 
analysis of any genomic sequence with any length. Another effective 
approach in the high precision analysis of biological sequences is the 
windowing technique. This approach causes no region of biological se
quences to be assumed to be unaffected. The proposed approach, was 
tested on two viruses case studies including revealed variants of covid 
virus and flu virus family, separated the two categories with high ac
curacy. The use of the SVM kernel functions was also well able to classify 
and model the existing non-linear feature space. Unlike the initial 
feature space, the obtained feature space did not have a high dimension. 

If we look at the issue from a medical point of view, this virus is not 
the last virus and biological challenge of humanity against epidemics. In 
the not-too-distant future, viruses or other diseases originating from 
germs, bacteria, fungi, etc. may also be prevalent in the world and pose a 
threat to human life and even other beings. Therefore, studying viruses 
and pandemics from different dimensions can play an important role in 
emergency management approaches to coping with these conditions. As 
mentioned above, many diseases such as corona, influenza, and colds 
have many similarities in terms of clinical symptoms Analysis of the 
biological phenomenon in the form of genomic data such as DNA and 
RNA sequences has certain problems. One of the problems and chal
lenges of analyzing this data is the large and different size of genomic 

sequences. To solve this problem, artificial intelligence and signal pro
cessing approaches can help to analyze big data. The high accuracy of 
these methods, on the one hand, and the analysis of this data format 
efficiency on the manufacture of drugs and vaccines against this virus, 
on the other hand, has analyzed this data format valuable. 
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[14] Á. Nagy, B. Ligeti, J. Szebeni, S. Pongor, and B. Gyrffy, “COVID outcome- 
estimating COVID severity based on mutation signatures in the SARS-CoV-2 
genome,” Database (Oxford)., vol. 2021, no. Cv, pp. 1–6, 2021. 

[15] Y. Cao, et al., Comparative genetic analysis of the novel ACE2 in different 
populations, CellDiscov. 6 (2020) 4–7. 

[16] S. Yan, G. Wu, Application of neural network to predict mutations in proteins from 
influenza A viruses - A review of our approaches with implication for predicting 
mutations in coronaviruses, J. Phys. Conf. Ser. 1682 (1) (2020) 1–7. 

[17] K. Kuzmin, et al., “Machine learning methods accurately predict host specifi city of 
coronaviruses based on spike sequences alone,” Biochem. Biophys. Res. Commun., 
no. xxxx, pp. 1–6, 2020. 

[18] M.A. El-dosuky, M. Soliman, A.E. Hassanien, COVID-19 vs influenza viruses: A 
cockroach optimized deep neural network classification approach, Int. J. Imaging 
Syst. Technol. 31 (2) (2021) 472–482. 

[19] M.S. Nawaz, P. Fournier-Viger, A. Shojaee, H. Fujita, Using artificial intelligence 
techniques for COVID-19 genome analysis, Appl. Intell. 51 (2021) 3086–3103. 

[20] S. Ma, et al., Metagenomic analysis reveals oropharyngeal microbiota alterations in 
patients with COVID-19, Signal Transduct. Target. Ther. 6 (1) (2021). 

[21] B.H. Kim, Y.C. Won, S.Y. Jeong, The first association study of single-nucleotide 
polymorphisms (SNPs) of the IFITM1 gene with influenza H1N1 2009 pandemic 
virus infection, Mol. Cell. Toxicol. 17 (2) (2021) 179–186. 

[22] A.A. Tsonis, G. Wang, L. Zhang, W. Lu, A. Kayafas, K. Del Rio-Tsonis, An 
application of slow feature analysis to the genetic sequences of coronaviruses and 
influenza viruses, Hum. Genomics 15 (1) (2021) 1–10. 

[23] A. Lopez-Rincon, et al., Classification and specific primer design for accurate 
detection of SARS-CoV-2 using deep learning, Sci. Rep. 11 (1) (2021) 1–12. 

[24] A. Lopez-Rincon, A. Tonda, L. Mendoza-Maldonado, E. Claassen, J. Garssen, A. 
D. Kraneveld, Accurate identification of sars-cov-2 from viral genome sequences 
using deep learning, BioRxiv (2020). 

[25] J.C. Gomes, et al., Covid-19 diagnosis by combining RT-PCR and pseudo- 
convolutional machines to characterize virus sequences, Sci. Rep. 11 (1) (2021) 
1–28. 

[26] R. Khan, M. Biswas, M. Uddin, Time series prediction of COVID-19 by mutation 
rate analysis using recurrent neural network-based LSTM model, Chaos, Solitons 
Fractals 138 (January) (2020) 1–7. 

[27] H. Arslan, H. Arslan, A new COVID-19 detection method from human genome 
sequences using CpG island features and KNN classifier, Eng. Sci. Technol. an Int. J. 
24 (4) (2021) 839–847. 

[28] S.M. Naeem, M.S. Mabrouk, S.Y. Marzouk, M.A. Eldosoky, A diagnostic genomic 
signal processing (GSP)-based system for automatic feature analysis and detection 
of COVID-19, Brief. Bioinform. 22 (2) (2021) 1197–1205. 

[29] T. Paul, S. Vainio, J. Roning, Clustering and classification of virus sequence 
through music communication protocol and wavelet transform, Genomics 113 
(1P2) (2021) 778–784. 

[30] M. Cohen-Mcfarlane, R. Goubran, F. Knoefel, Novel Coronavirus Cough Database: 
NoCoCoDa, IEEE Access 8 (2020) 154087–154094. 

[31] J. Andreu-Perez, et al., A Generic Deep Learning Based Cough Analysis System 
from Clinically Validated Samples for Point-of-Need Covid-19 Test and Severity 
Levels, IEEE Trans. Serv. Comput. (2021) 1–13. 

[32] G. Pinkas, Y. Karny, A. Malachi, G. Barkai, G. Bachar, V. Aharonson, SARS-CoV-2 
Detection From Voice, IEEE Open J. Eng. Med. Biol. 1 (2020) 268–274. 

[33] S.S. Roy, S. Barman, A Non-invasive Cancer Gene Detection Technique using 
FLANN based Adaptive Filter, Microsyst. Technol. (2018) 1–16. 

[34] J. Das, S. Barman, DSP based Entropy Estimation for Identification and 
Classification of Homo sapiens Cancer Genes, Microsyst. Technol. 23 (9) (2016) 
4145–4154. 

[35] A. Khodaei, M.R. Feizi-Derakhshi, B. Mozaffari-Tazehkand, A pattern recognition 
model to distinguish cancerous DNA sequences via signal processing methods, Soft 
Comput. 24 (21) (2020) 16315–16334. 

[36] S. M. Naeem, M. S. Mabrouk, and M. A. Eldosoky, “Detecting genetic variants of 
breast cancer using different power spectrum methods,” ICENCO 2017 - 13th Int. 
Comput. Eng. Conf. Boundless Smart Soc., vol. 2018-Janua, pp. 147–153, 2018. 

[37] A. Shoeibi, et al., “Automated Detection and Forecasting of COVID-19 using Deep 
Learning Techniques: A Review,” arXiv, 2020, pp. 1–20. 

[38] D. Sobya, S. Manoj, Prediction and Exposure of Cancer Cells through Walsh 
Hadamard Transform and MATLAB R2017a Techniques, Mater. Today Proc. 
(2020) 1–9. 

[39] L. Das, S. Nanda, J.K. Das, Hereditary disease prediction in eukaryotic DNA: an 
adaptive signal processing approach, Nucleosides Nucleotides Nucleic Acids 39 (8) 
(2020) 1179–1199. 

[40] G.B. Rathod, V. Shah, N. MacWan, S.D. Jiteshkumar, N.H. Ashvinbhai, The 
statistical approach and overview in detection of cancer cells based on fft and dwt 
employing genomics signal processing techniques on DNA, Reliab. Theory Appl. 16 
(60) (2021) 233–242. 

[41] D.C. Dalwadi, V. Shah, H. Navadiya, Y. Mehta, Aids detection using genomics 
signal processing techniques on dna, Innovations in Electrical and, in: Electronic 
Engineering 661, Springer, Singapore, 2021, pp. 651–663. 

[42] T. Roy, S. Barman, Performance analysis of network model to identify healthy and 
cancerous colon genes, IEEE J. Biomed. Heal. informatics 20 (2) (2016) 710–716. 

[43] Y. Sun, et al., Identification of 12 cancer types through genome deep learning, Sci. 
Rep. 9 (1) (2019) 1–9. 

[44] A. Khodaei, M.R. Feizi-Derakhshi, B. Mozaffari-Tazehkand, A Markov chain-based 
feature extraction method for classification and identification of cancerous DNA 
sequences, BioImpacts 11 (2) (2020) 87–99. 

[45] T. Roy, P. Bhattacharjee, Performance analysis of melanoma classifier using 
electrical modeling technique, Med. Biol. Eng. Comput. 58 (10) (2020) 2443–2454. 

[46] S.M. Naeem, M.S. Mabrouk, M.A. Eldosoky, A.Y. Sayed, Moment invariants for 
cancer classification based on electron–ion interaction pseudo potentials (EIIP), 
Netw. Model. Anal. Heal. Informatics Bioinforma. 9 (1) (2020) 1–5. 

[47] A. Yang, W. Zhang, J. Wang, K. Yang, Y. Han, L. Zhang, Review on the Application 
of Machine Learning Algorithms in the Sequence Data Mining of DNA, Front. 
Bioeng. Biotechnol. 8 (September) (2020) 1–13. 

[48] R. Zhang, C.-T. Zhang, Z curves, an intutive tool for visualizing and analyzing the 
DNA sequences, J. Biomol. Struct. Dyn. 11 (4) (1994) 767–782. 

[49] D. O’Shaughnessy, Linear predictive coding, IEEE Potentials 7 (1) (1988) 29–32. 
[50] A.R. Madane, Z. Shah, R. Shah, S. Thakur, Speech compression using Linear 

predictive coding, in: In proceedIngs International workshop on MachIne 
Intelligence Research MIR labs, 2009, pp. 119–122. 

[51] S. Theodoridis, A. Pikrakis, K. Koutroumbas, D. Cavouras, Introduction to pattern 
recognition: a matlab approach, Academic Press, 2010. 

[52] C. Cortes, V. Vapnik, Support vector machine, Mach. Learn. 20 (3) (1995) 
273–297. 

[53] “NCBI SARS-CoV-2 Data Hub,” 2021. [Online]. Available: https://www.ncbi.nlm. 
nih.gov/labs/virus/vssi/#/virus?SeqType_s=Nucleotide&VirusLineage_ss=Severe 
acute respiratory syndrome coronavirus. 

A. Khodaei et al.                                                                                                                                                                                                                                

http://refhub.elsevier.com/S1746-8094(22)00646-2/h0060
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0060
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0065
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0065
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0075
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0075
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0080
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0080
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0080
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0090
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0090
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0090
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0095
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0095
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0100
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0100
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0105
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0105
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0105
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0110
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0110
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0110
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0115
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0115
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0120
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0120
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0120
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0125
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0125
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0125
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0130
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0130
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0130
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0135
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0135
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0135
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0140
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0140
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0140
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0145
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0145
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0145
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0150
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0150
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0155
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0155
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0155
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0160
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0160
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0165
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0165
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0170
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0170
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0170
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0175
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0175
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0175
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0190
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0190
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0190
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0195
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0195
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0195
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0200
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0200
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0200
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0200
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0205
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0205
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0205
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0210
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0210
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0215
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0215
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0220
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0220
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0220
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0225
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0225
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0230
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0230
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0230
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0235
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0235
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0235
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0240
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0240
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0245
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0250
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0250
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0250
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0255
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0255
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0260
http://refhub.elsevier.com/S1746-8094(22)00646-2/h0260

	Identification and classification of coronavirus genomic signals based on linear predictive coding and machine learning methods
	1 Introduction
	2 Material and methods
	2.1 Linear predictive coding (LPC)
	2.2 Singular value decomposition (SVD)
	2.3 Support vector machine (SVM) for classification

	3 Results
	3.1 Evaluation methods
	3.2 Experimental results

	4 Conclusion
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Data availability
	References


