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Background

Autonomy over working times—work time control 
(WTC)—is a crucial factor determining and struc-
turing not only working hours but also non-work 
time [1,2]. Low levels of WTC were found to be 
related to sickness absence [3], sleep disturbances [4] 
and work–life conflict [5], which can be related to 
lower levels of recovery as predicted in the effort-
recovery model [6].

WTC can be defined as an individual’s autonomy 
regarding duration and distribution of working time. 
This definition is adapted from Knauth [7], excluding 

the location of work (e.g. flexplace, telework). The 
factorial structure of WTC, reflecting the distinction 
between duration and distribution of work, has been 
investigated in only a few studies and results often 
have to be deduced from the number of factors used 
in further analyses [8–10]. Past factor analyses have 
resulted mostly in best model fit for a two-factorial 
structure, however, items and item allocation to fac-
tors have been inconsistent. Moreover, the measure-
ment and analysis of WTC has been found to be 
diverse in the literature, ranging from single-item and 
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global to multidimensional index scores, sometimes 
with a specific focus on control over daily working 
hours, time off and overtime hours [11]. These meth-
odological problems reflect discordances regarding 
the construct of WTC and have hampered the gather-
ing of evidence on its effects on workers’ health [11].

Previous studies have identified large differences 
in the extent to which workers can self-determine 
working times. Women, public-sector and shift work-
ers reported lower levels of WTC in Finnish [9], 
Japanese [12] and cross-national samples [13]. 
results are less consistent for other demographic 
characteristics such as age, civil and parental status 
[e.g. 4,5,10]. In any case, comprehensive analyses of 
the distribution of WTC within subgroups of workers 
are often about a decade old and representative sam-
ples are scarce. Working-time schedules are quickly 
evolving towards increased flexibility [14] and the 
need for WTC is high among workers [15]. Since 
WTC can be related to enhanced recovery, and hence 
can prevent overload and burnout of workers, it is 
useful to examine current levels of WTC with respect 
to demographic and work-related characteristics.

Aim

Prior research has often neglected the sub-dimen-
sions of WTC [11]. The present study investigated 
the factorial structure underlying a well-estab-
lished, multi-item measure of WTC. best model fit 
was expected for a two-dimensional structure with 
the factors ‛control over daily hours’ (duration of 
work) and ‛control over time off ’ (distribution of 
work).

Distribution of WTC within the labour sector has 
never been assessed in a large, representative sample 
and results are inconclusive in some areas (e.g. age, 
family situation). We examined the differences in 
WTC by demographic and work characteristics in a 
Swedish, approximately representative sample, focus-
sing on gender, age and family situation, as well as 
working-time schedules and employment types.

Methods

Study design and population

The study was based on the Swedish Longitudinal 
Occupational Survey of Health (SLOSH), which is a 
follow-up of the Swedish Work environment Surveys 
(2003–2011). Thus, SLOSH consists of an approxi-
mately representative sample of the Swedish working 
population aged between 16 and 64 years. 
respondents were followed up via self-administered, 
biennial questionnaires (for either working or non-
working individuals) since 2006. The current study 

was based on the survey from 2014 to which 20,316 
participants replied (response rate 52%). The valid 
sample size was n=14,974 (excluding those replying 
to questionnaires for non-working individuals and 
305 respondents with missing data on WTC). ethical 
approval for SLOSH and the present study was 
obtained from the regional research ethics board 
in Stockholm.

Measures

Work time control. WTC was measured using an 
adapted 6-item Swedish scale originally developed 
by Ala-Mursula et al. [9]. It assesses perceived con-
trol over the length of a work day; starting and ending 
times; which days to work; taking breaks at work; 
running private errands during work; and scheduling 
vacation and other leave (the latter item being based 
on the combination of two items from the original 
scale). Items were rated on a 5-point Likert scale 
regarding the level of control from 1 (= very little) to 
5 (= very much). In past studies, index scores were 
either calculated by averaging across all items or 
within factors. In addition, median splits were per-
formed to differentiate between high or low levels of 
WTC.

Demographic variables. SLOSH includes information 
on gender, age at the end of 2014 and educational 
level (all register-based), as well as civil status (living 
alone/single/married/cohabiting) and parental status 
(at least one child/no children living at home; both 
self-reported). Age clusters were built from 16–30, 
31–40, 41–50, 51–60 and 61–76 years.

Work-related factors. Self-reported data was collected 
regarding: type of employer (private company, asso-
ciation/non-profit organization, government (district/
regional/state), farmer, entrepreneur with/without 
employees); type of work schedule (daytime work, 
evening work, permanent night work, rotating shift 
work (with/without nights), rostered work (with/
without nights), non-regulated/varying working 
hours, other); overtime (at least once a week, less 
than once a week); working contract (full-time, part-
time with fixed working time, varying working hours, 
non-employed/self-employed); length of actual 
weekly work hours (in steps of 9 hours from less than 
10 hours up to 60 hours or more per week); and 
number of colleagues within workplace (none, 1 to 9, 
10 or more). Private employment types were catego-
rized as private sector, governmental employment as 
public sector and work for associations as voluntary 
sector. entrepreneurs and farmers were categorised 
as self-employed, all others as employed.
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Statistical analysis

exploratory factor analysis (eFA) with promax rota-
tion and the Weighted Least Squares Mean and 
Variance-Adjusted (WLSMV) estimator for categori-
cal data was performed on a random 90% sub-sam-
ple (n=13,725) to assess the factorial structure of the 
WTC measure. Loadings of at least .3 and cross-
loadings lower than .3 were considered satisfactory 
[16]. The achieved best model fit was tested in a con-
firmatory factor analysis (CFA) using the remaining 
10% sub-sample (n=1554) for cross-validation. Two 
indices of goodness of fit were used to evaluate model 
fit: the root mean square error of approximation 
(rMSeA) is an absolute fit index indicating accept-
able model fit with values of less than 0.06 to 0.08 
[17]. The comparative fit index (CFI) indicates good 
incremental fit with values higher than 0.95 [18]. 
Chi-Square statistics and related p-values were 
regarded only tentatively as these tend to be influ-
enced by large sample sizes, hence rejecting a model 
in practically all cases [19].

Independent samples t-tests and one-way ANOVAs 
(with Tukey post-hoc tests) were performed to assess 
mean differences (MD) between groups. If homoge-
neity of variances was violated in the ANOVAs (as 
assessed by Levene’s test), Welch’s robust test and 
Games-Howell post-hoc tests were calculated. 
Pearson correlation was calculated to examine the 
association of age and WTC. binomial logistic regres-
sions were calculated to ascertain the effects of demo-
graphic and work-related characteristics on the 
likelihood of experiencing low WTC. Variables were 
reduced stepwise and best model fit was assessed 
using Chi-square difference testing and Hosmer and 
Lemeshow tests of goodness of fit. Confidence inter-
vals (CI, 95%) are reported for means, MD and odds 
ratios (Or) and were, if necessary, attained by boot-
strapping based on 1000 samples.

Factor analyses were run with the Mplus version 
7.0 [20]. All other analyses were executed using 
SPSS 22.0 [21].

Results

Factor analysis

The eFA revealed a better fit for a two-factor model 
(χ2(4)=755.28; p<0.001; rMSeA=0.12) than a one-
factor model (χ2(9)=3101.83; p<0.001; rMSeA= 
0.16). However, model fit indices were non-satisfac-
tory for either model. One item (control over which 
days to work) showed low loadings and cross-loaded 
on both latent variables. This item was excluded in 
further analyses. repetition of the eFA yielded 
best model fit for a two-factor model (χ2(1)=1.92; 

p=.17; rMSeA=0.01), which explained 43% of the 
variance. The first factor, ‘control over daily hours’, 
contained two items (length of working day, starting 
and ending times); the second one, ‘control over time 
off ’, three items (vacation and other leave, running 
private errands, taking breaks). The two-factorial 
structure was tested in a CFA. Variance for control 
over daily hours was fixed to 1 as this latent variable 
was measured by only two items for which item load-
ings were freed. The two-factor model showed better 
model fit (χ2(4)=29.51; p<0.001; rMSeA=0.06; 
95% CI 0.04 to 0.09; CFI=0.99) than the one-factor 
model (χ2(5)=1200.37; p<0.001; rMSeA=0.39, 
95% CI 0.37 to 0.41; CFI=0.96). High internal con-
sistency was found with Cronbach’s alpha at 0.88 for 
the five WTC items, 0.93 for the subscale of control 
over daily hours and 0.77 for control over time off. 
The final two-factor model is presented in Figure 1.

Group differences

Control over daily hours. Overall, a mean score of 2.88 
(SD=1.38, median=3.00, min=1.00, max=5.00) was 
found for control over daily hours. Table I displays 
the results regarding demographic and work-related 
factors.

Men reported higher control over daily hours than 
women (MD=0.41, CI 0.36 to 0.45). Those who were 
single/living alone reported lower levels of control 
than  married/cohabiting individuals (MD=−0.24, 

Figure 1. Factor loadings/correlation in the two-factor model of 
WTC with the latent variables control over daily hours and control 
over time off.
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CI  −0.29 to −0.18). This difference was larger for 
men. Parents with at least one child living at home 
reported higher levels of control than individuals with-
out children (MD=0.24, CI 0.20 to 0.29). Age showed 
significant though very low correlations with control 
over daily hours (r=−.04, CI –.06 to −.02). Pairwise 
comparisons revealed that the age groups 31–40 and 
41–50 reported the highest levels of control.

Private sector workers reported significantly 
higher control compared to those in the public sector 
(MD=0.48, CI 0.43 to 0.54). The MD between pri-
vate and public sector was generally larger among 
women. Self-employed workers reported higher lev-
els of control than employed individuals (MD=0.52, 
CI 0.45 to 0.59). This difference was larger among 
women. results by employer type are displayed in 
more detail in Table I.

Daytime work significantly differed from all other 
types of work schedule with respect to control over 
daily hours, with higher levels of control compared to 
shift, roster, evening and permanent night work, and 
lower levels compared to non-regulated working 
hours. The largest MDs were found comparing day-
time work to permanent night work (MD=1.81, CI 
0.30 to 1.06), rotating shift work including nights 
(MD=1.59, CI 1.46 to 1.71) and rostered working 
hours including nights (MD=1.36, CI 1.16 to 1.56). 
Individuals working overtime hours at least once a 
week reported higher levels of control over daily 
hours than those working overtime less than once a 
week (MD=0.59, CI 0.55 to 0.63). These differences 
were larger for men than for women. results regard-
ing differences in control over daily hours by educa-
tional level, working contract, actual working hours 

Table I. Differences in levels of control over daily hours between women and men by demographic and work-related characteristics.

Control over daily hours Men Women

 n Median Mean SD 95% CI n Median Mean SD 95% CI

 Lower upper Lower upper

Gender 6 477 3.00 3.11 1.37 3.08 3.14 8 497 3.00 2.70 1.36 2.67 2.73
Civil status  
 Living alone/single 1 168 3.00 2.84 1.39 2.77 2.92 1 912 2.50 2.60 1.34 2.54 2.66
 Married/cohabiting 5 244 3.50 3.17 1.36 3.14 3.21 6 534 3.00 2.73 1.36 2.70 2.76
Children living at home  
 At least one child 2 944 3.50 3.24 1.33 3.20 3.29 3 839 3.00 2.83 1.36 2.79 2.87
 No children 3 370 3.00 3.01 1.40 2.96 3.05 4 545 2.50 2.59 1.35 2.55 2.63
Age cluster  
 16–30 196 2.50 2.67 1.40 2.48 2.87 314 2.50 2.65 1.38 2.49 2.80
 31–40 902 3.50 3.23 1.36 3.14 3.32 1 172 3.00 2.91 1.38 2.83 2.99
 41–50 1 775 3.50 3.17 1.35 3.11 3.24 2 447 3.00 2.86 1.36 2.81 2.91
 51–60 2 268 3.00 2.99 1.37 2.94 3.05 3 106 2.50 2.55 1.32 2.51 2.60
 61–76 1 360 3.50 3.19 1.38 3.12 3.26 1 497 3.00 2.59 1.36 2.52 2.66
employer  
 Private company 3 667 3.00 3.05 1.37 3.00 3.09 2 566 3.00 2.89 1.38 2.83 2.94
 Association 125 4.00 3.50 1.29 3.28 3.73 247 3.00 3.04 1.32 2.88 3.21
 District government 698 3.00 2.74 1.33 2.65 2.84 2 796 2.00 2.31 1.25 2.26 2.35
 regional government 260 3.00 2.83 1.34 2.66 2.99 1 161 2.50 2.43 1.19 2.36 2.50
 State government 625 3.50 3.24 1.34 3.14 3.35 767 3.50 3.42 1.21 3.33 3.51
 Farmer 43 3.50 3.47 1.14 3.12 3.81 6 3.25 3.42 1.50 1.85 4.99
 entrepreneur with employees 327 4.00 3.40 1.20 2.97 3.83 129 4.00 3.55 1.35 3.32 3.79
 entrepreneur without employees 273 4.50 4.09 1.16 3.95 4.23 176 5.00 4.08 1.28 3.89 4.27
Working time  
 Daytime 5 116 3.50 3.29 1.28 3.25 3.32 6 458 3.00 2.88 1.32 2.85 2.92
 evening 55 2.50 2.64 1.28 2.29 2.98 59 2.00 2.15 1.22 1.83 2.47
 Night 79 1.00 1.47 0.97 1.25 1.69 194 1.00 1.17 0.51 1.10 1.24
 Shift work without nights 193 1.00 1.75 1.04 1.59 1.89 377 1.00 1.76 1.00 1.66 1.86
 Shift work including nights 266 1.00 1.39 0.76 1.29 1.48 208 1.00 1.60 0.94 1.47 1.73
 roster work without nights 98 1.50 1.78 0.99 1.58 1.98 387 1.50 1.80 0.97 1.70 1.90
 roster work including nights 111 1.00 1.67 0.94 1.49 1.84 324 1.00 1.73 1.01 1.56 1.91
 Non-regulated/varying 317 4.00 4.01 1.10 3.89 4.13 321 4.00 3.59 1.22 3.45 3.72
Overtime hours  
 At least once a week 2 744 4.00 3.48 1.23 3.44 3.53 3 003 3.00 3.01 1.30 2.96 3.06
 Less than once a week 3 274 3.00 2.81 1.41 2.76 2.86 4 845 2.50 2.52 1.36 2.48 2.56

n = sample size; SD: standard deviation; CI: confidence interval.
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and workplace size are presented in supplements 
available online.

Control over time off. Overall, a mean score of 3.18 
(SD=1.06, median=3.33, min=1.00, max=5.00) 
was found for ‘control over time off ’ ratings. Table II 
displays the results for demographic and work 
characteristics.

Men reported higher control over time off than 
women (MD=0.49, CI 0.46 to 0.52). Individuals 
who were single/living alone reported lower levels of 
control than those being married/co-habiting 
(MD=−0.16, CI −0.20 to −0.11). This difference 
was larger for men. Parents with at least one child 
living at home reported higher levels of control than 
individuals without children (MD=0.19, CI 0.16 to 
0.23). Age showed very low correlations with control 

over time off (r=−.09, CI –.10 to −.07). Again, the 
age groups from 31–40 and 41–50 reported the high-
est levels of control.

Private-sector workers reported higher control 
over time off compared to those in the public sector 
(MD=0.58, CI 0.54 to 0.62). Self-employed 
respondents perceived higher levels of control than 
employed ones (MD=0.36, CI 0.31 to 0.41). This 
effect was only significant among women (MD=0.57, 
CI 0.51 to 0.64).

regarding type of work schedules, differences in 
control over time off were smaller than in control 
over daily hours. Compared to daytime work, MDs 
were 1.06 for permanent night work (CI 0.91 to 
1.20), 0.90 for rotating shift work including nights 
(CI 0.79 to 1.02) and 0.87 for rostered working 
hours including nights (CI 0.70 to 1.03). Individuals 

Table II. Differences in levels of control over time off between women and men by demographic and work-related characteristics.

Control over time off Men Women

 n Median Mean SD 95% CI n Median Mean SD 95% CI

 Lower upper Lower upper

Gender 6 477 3.67 3.46 0.99 3.44 3.49 8 497 3.00 2.97 1.07 2.95 2.99
Civil status  
 Living alone/single 1 168 3.31 3.31 1.00 3.25 3.37 1 912 3.00 2.91 1.05 2.86 2.96
 Married/cohabiting 5 244 3.67 3.50 0.99 3.47 3.53 6 534 3.00 2.99 1.07 2.96 3.01
Children living at home  
 At least one child 2 944 3.67 3.57 0.96 3.54 3.61 3 839 3.00 3.07 1.08 3.03 3.10
 No children 3 370 3.33 3.38 1.01 3.34 3.41 4 545 3.00 2.89 1.05 2.86 2.92
Age cluster  
 16–30 196 3.67 3.42 0.95 3.29 3.56 314 3.00 3.00 1.09 2.88 3.12
 31–40 902 3.67 3.61 0.96 3.54 3.67 1 172 3.33 3.20 1.11 3.14 3.27
 41–50 1 775 3.67 3.55 0.98 3.50 3.60 2 447 3.00 3.11 1.06 3.07 3.15
 51–60 2 268 3.33 3.35 0.99 3.31 3.39 3 106 2.67 2.83 1.02 2.79 2.87
 61–76 1 360 3.67 3.45 1.02 3.39 3.50 1 497 3.00 2.84 1.07 2.79 2.90
employer  
 Private company 3 667 3.67 3.47 0.96 3.44 3.50 2 566 3.33 3.23 1.04 3.19 3.27
 Association 125 4.00 3.83 0.89 3.67 3.98 247 3.33 3.35 1.08 3.21 3.48
 District government 698 3.00 3.02 0.99 2.95 3.10 2 796 2.67 2.59 0.99 2.55 2.63
 regional government 260 3.00 3.09 0.93 2.98 3.20 1 161 2.67 2.70 0.89 2.65 2.75
 State government 625 3.67 3.53 0.92 3.46 3.60 767 3.67 3.48 0.92 3.42 3.55
 Farmer 43 3.67 3.55 1.06 3.23 3.88 6 3.50 3.39 1.45 1.87 4.91
 entrepreneur with employees 327 4.00 3.87 0.98 3.77 3.98 129 4.00 3.72 1.06 3.54 3.91
 entrepreneur without employees 273 4.33 4.11 0.98 3.99 4.22 176 4.33 4.05 1.10 3.88 4.21
Working time  
 Daytime 5 116 3.67 3.56 0.94 3.53 3.58 6 458 3.00 3.10 1.05 3.08 3.13
 evening 55 3.33 3.28 1.05 3.00 3.57 59 2.67 2.59 0.86 2.37 2.82
 Night 79 2.33 2.54 0.86 2.35 2.73 194 2.00 2.13 0.66 2.03 2.22
 Shift work without nights 193 2.67 2.71 0.87 2.59 2.83 377 2.33 2.27 0.72 2.20 2.35
 Shift work including nights 266 2.67 2.55 0.81 2.45 2.65 208 2.33 2.21 0.73 2.11 2.31
 rostered work without nights 98 2.67 2.67 0.88 2.50 2.85 387 2.33 2.37 0.68 2.30 2.44
 rostered work including nights 111 2.67 2.52 0.86 2.36 2.68 324 2.33 2.37 0.76 2.24 2.50
 Non-regulated/varying 317 4.00 4.07 0.83 3.98 4.16 321 3.67 3.52 1.22 3.39 3.66
Overtime hours  
 At least once a week 2 744 3.67 3.64 0.95 3.61 3.68 3 003 3.00 3.08 1.09 3.04 3.12
 Less than once a week 3 274 3.33 3.32 1.00 3.28 3.35 4 845 3.00 2.92 1.04 2.89 2.95

n = sample size; SD: standard deviation; CI: confidence interval.
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working overtime at least once a week reported 
higher levels of control over time off than those work-
ing overtime less than once a week (MD=0.27, CI 
0.23 to 0.30). Again, the results regarding educa-
tional level, working contract, actual working hours 
and size of workplace are presented in online 
supplements.

Regression analysis

results from gender-stratified binomial logistic 
regressions for control over daily hours and control 
over time off are displayed in Tables III and IV. best 
model fit for control over daily hours was found when 
including the variables ‘type of work schedule’, 
‘employer’, ‘overtime work’, ‛civil status’ and ‛num-
ber of children living at home’. The model was statis-
tically significant for men, χ2(18)=1144.66, p<.001 
and women, χ2(18)=1345.16, p<.001. It explained 
23% of the variance in men and 22% in women 
(Nagelkerke’s R2). The same variables resulted in 
best-fitting model for control over time off for men, 
χ2(18)=847.68, p<.001 (18% of variance explained) 

and women, χ2(18)=1463.37, p<.001 (23%). For 
both genders, the most influential factors on report-
ing low control over daily hours, as well as time off, 
were permanent night work, roster and rotating shift 
work (with or without nights). Civil status was a sig-
nificant factor for reporting low control over time off 
in men only.

Discussion

The present study aimed at confirming a two-facto-
rial structure underlying the measure of WTC as well 
as describing availability and group differences in lev-
els of WTC within the Swedish working sector. With 
regard to the factorial structure of WTC, we found 
best fit for a two-dimensional model with the factors 
‘control over daily hours’ (duration, starting and end-
ing times of work) and ‘control over time off’ (taking 
breaks, vacation, other leave and running private 
errands during work). The distribution of both factors 
by work and demographic characteristics was similar, 
but respondents reported higher levels of control over 
time off. We found that lower levels of control over 

Table III. Gender-stratified binary logistic regression model assessing predictors of reporting low control over daily hours.

Control over daily hours Men Women

 Or 95% CI Or 95% CI

 Lower upper Lower upper

Civil status  
 Married/cohabiting 0.81** 0.69 0.94 1.00 0.88 1.13
Children living at home  
 No children 1.26*** 1.13 1.42 1.30*** 1.17 1.44
Working time  
 Daytime reF reF  
 evening 2.64** 1.44 4.84 2.00* 1.03 3.86
 Night 10.47*** 4.74 23.12 25.58*** 8.13 80.48
 Shift work excl. nights 9.68*** 6.08 15.42 6.00*** 4.12 8.76
 Shift work incl. nights 19.89*** 11.30 35.00 7.08*** 4.21 11.92
 roster excl. nights 8.55*** 4.38 16.68 4.98*** 3.45 7.18
 roster incl. nights 13.43*** 6.69 26.99 4.60*** 2.60 8.13
 Non-regulated 0.43*** 0.32 0.58 0.50*** 0.39 0.65
 Other 2.10*** 1.48 3.00 1.70** 1.20 2.40
employer  
 Private company reF reF  
 Association 0.61* 0.41 0.92 0.98 0.75 1.29
 District government 1.50*** 1.26 1.79 2.35*** 2.08 2.65
 Communal government 1.21 0.91 1.61 2.12*** 1.80 2.49
 State government 0.64*** 0.53 0.77 0.53*** 0.45 0.63
 Farmer 0.82 0.43 1.58 0.90 0.16 5.09
 entrepreneur with employees 0.54*** 0.42 0.71 0.51** 0.35 0.75
 entrepreneur without employees 0.28*** 0.20 0.38 0.25*** 0.17 0.36
Overtime  
 Less than once a week overtime 1.99*** 1.78 2.23 1.47*** 1.33 1.63
 Constant 0.60 0.77**  

Level of significance: *p < .05; **p < .01; ***p < .001; Or: odds ratio; CI: confidence interval.
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daily hours and time off were reported by women, 
individuals who were single/living alone or without 
children, shift workers, public-sector workers, those 
in employment (in contrast to self-employment) and 
those working less overtime. Differences between age-
groups were negligibly small. The most influential 
factors on reporting low levels of control over daily 
hours and time off were shift, roster and permanent 
night work, for both women and men.

Our confirmation of the two-factorial structure 
corresponds to both existing definitions of WTC and 
previous factor analyses [7,9,22]. Having control 
over time off does not necessarily mean having con-
trol over daily hours, although both factors correlate 
strongly. The example of shift workers clearly illus-
trates that, while control over taking vacation might 
be available, self-determination of start and ending 
times of shifts is often difficult if not impossible, 
depending on the nature of the work. Within some 
occupations, the employer’s need to ensure continu-
ity of work substantially restricts opportunities for 
control over daily hours [23,24]. While previous 
studies have measured and analysed WTC in various 

ways, the present study adds compelling evidence to 
existing literature [e.g. 9] to differentiate two factors 
within the concept of WTC.

One of the main findings was gender inequality in 
the distribution of both factors of WTC. This trend 
has seemingly persisted over time as well as national 
borders [9,13]. Future research should consider 
whether gender differences in WTC underlie other 
gender effects in outcomes that are associated with 
WTC (e.g. work–life balance, job-related outcomes) 
[11].

Although we did not find strong evidence for dif-
ferences in WTC by age, our results show small but 
consistent associations of family situation with levels 
of control. being childless was associated with low 
control. Civil status was a significant predictor of 
WTC among men only, with married or cohabiting 
men being less likely to report low WTC.

Compared to other variables, shift, roster and 
night work were the strongest predictors of reporting 
low WTC. In Sweden, shift work is strongly associ-
ated with working within the public health sector 
[25]. This could explain why public-sector workers 

Table IV. Gender-stratified binary logistic regression model assessing predictors of reporting low control over time off.

Control over time off Men Women

 Or 95% CI Or 95% CI

 Lower upper Lower upper

Civil status  
 Married/cohabiting 0.84* 0.72 0.97 1.01 0.89 1.14
Children living at home  
 No children 1.39*** 1.24 1.57 1.28*** 1.16 1.41
employer  
 Private company reF reF  
 Association 0.69 0.45 1.07 1.08 0.82 1.42
 District government 2.15*** 1.81 2.56 3.07*** 2.73 3.46
 Communal government 1.81*** 1.38 2.37 2.42*** 2.08 2.83
 State government 0.80* 0.66 0.97 0.67*** 0.57 0.80
 Farmer 1.01 0.51 2.00 0.58 0.10 3.46
 entrepreneur with employees 0.79 0.60 1.03 0.59** 0.40 0.80
 entrepreneur without employees 0.50*** 0.37 0.69 0.39*** 0.27 0.56
Working time  
 Daytime reF reF  
 evening 1.84* 1.04 3.25 3.47*** 1.75 6.86
 Night 5.13*** 3.01 8.74 10.75*** 5.63 20.53
 Shift work excl. nights 5.68*** 4.07 7.93 6.33*** 4.54 8.83
 Shift work incl. nights 8.04*** 5.81 11.14 9.18*** 5.60 15.07
 roster excl. nights 3.95*** 2.49 6.25 5.39*** 3.88 7.50
 roster incl. nights 6.60*** 4.12 10.58 4.30*** 2.63 7.03
 Non-regulated 0.32*** 0.22 0.47 0.56*** 0.43 0.73
 Other 2.10*** 1.49 2.95 2.01*** 1.43 2.82
Overtime  
 Less than once a week overtime 1.39*** 1.24 1.57 1.10 1.00 1.22
 Constant 0.36*** 0.57***  

Level of significance: *p < .05; **p < .01; ***p < .001; Or: odds ratio; CI: confidence interval.
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were also more likely to report low control. Other 
studies found similar results regarding the associa-
tion between shift work and WTC [9,12,15]. The 
present study gives a more detailed picture with even 
lower levels of WTC being reported when shifts 
included nights. Shift workers’ lack of WTC may 
account for some of the negative effects on health 
and well-being associated with non-standard work-
ing hours. In particular, the fit between private and 
work life could suffer at lower levels of WTC [26]. 
Family life has repeatedly been found to be nega-
tively influenced by varying, short-notice schedules 
[27]. A study by Kubo et al. [28] found that highly 
variable working times combined with high levels of 
WTC resulted in less negative effects on work–life 
balance than variable working times with low control. 
WTC could be one essential measure to buffer nega-
tive effects on health and well-being caused by unfa-
vourable schedules.

WTC should, however, not exclusively be viewed 
as a positive working condition. While higher control 
can be beneficial for managing time challenges in 
and outside working life, it is possible that high con-
trol over daily hours itself becomes a strain as it 
removes fixed structures of working times. In our 
sample, we found respondents working overtime 
hours at least once a week reporting higher control 
over daily hours than those working less overtime. 
This could be due to overtime hours being more 
common among highly educated workers. Too much 
flexibility, especially regarding control over daily 
hours, could play a critical role in blurring bounda-
ries between work and private life. Differential effects 
on health comparing voluntary and involuntary over-
time hours need to be assessed in that regard. A study 
by Hofäcker and König [5] found that while women 
used control over daily hours to decrease work–fam-
ily conflict, men more often used it to increase com-
mitment (including working more hours) and hence, 
exacerbated work–life imbalance. Investigating the 
threshold of when flexibility becomes overwhelming 
can have significant implications for recommenda-
tions on ‛ideal’ levels of WTC and healthy working 
conditions.

Limitations

Due to the cross-sectional nature of our design, no 
causal inferences can be made from the distribution 
of WTC. However, the focus of the present paper was 
not on assessing causality but rather on confirming 
the two-factorial structure of WTC within a repre-
sentative sample using robust statistical procedures, 
as well as describing differences in levels of WTC.

Since self-reported data were used, known issues 
with these kind of data apply to our study. Likewise, 
representativeness is only given to a certain degree 
despite the satisfying response rate. As our measure 
of WTC was ordinal, we validated our findings by 
comparing results from parametric and nonparamet-
ric tests. Differences between results were non-exist-
ent or minor at most. Full panel data were used to 
reduce bias due to missing data. Some group differ-
ences in WTC could be the result of self-selection. 
For instance, self-employed individuals may choose 
this form of employment specifically for reasons of 
higher autonomy.

Conclusion

Our findings argue for analysing WTC in terms of 
two, distinguishable factors: ‘control over daily hours’ 
and ‘control over time off ’. Future research should 
avoid assessing WTC with a single-item or index 
score. The two factors may have differential effects 
on outcomes such as health and work–life interfer-
ence [5,10]. In our study, women, shift and public-
sector workers reported lower control over daily 
hours and time off. Public health implications should 
be examined in future research, in particular if 
increased levels of either factor of WTC can amelio-
rate health problems associated with unfavourable 
working schedules.
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