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The aim of this paper is to investigate the general approximation structure, weak approximation operators, and Pawlak algebra in
the framework of fuzzy lattice, lattice topology, and auxiliary ordering. First, we prove that the weak approximation operator space
forms a complete distributive lattice. Then we study the properties of transitive closure of approximation operators and apply them
to rough set theory. We also investigate molecule Pawlak algebra and obtain some related properties.

1. Introduction

The theory of rough sets was originally proposed by Pawlak
[1] in 1982 as amathematical approach to handle imprecision,
vagueness, and uncertainty in data analysis, which has been
applied successfully to many areas such as knowledge rep-
resentation, data mining, pattern recognition, and decision
making (Sun et al. [2], Wang et al. [3]). This theory takes
into consideration the indiscernibility between objects. The
indiscernibility is typically characterized by an equivalence
relation. Rough sets are the results of approximating crisp sets
using equivalence classes. However, the requirement of an
equivalence relation seems to be a very restrictive condition
which may limit the applications of rough set theory since
this requirement can deal only with complete information
systems. Therefore, some interesting and meaningful exten-
sions of Pawlak’s rough set models have been proposed in
the literature. For example, some interesting extensions to
equivalence relations have been proposed, such as tolerance
relations or similarity relations, general binary relations on
the discourse, partitions and general binary relations on the
neighborhood system from topological space, and general
approximation spaces (examples of this approach can be
found in Chen et al. [4], Wang and Hu [5], and Yin et al. [6–
8]); some general notions of rough sets such as rough fuzzy
sets, fuzzy rough sets, and soft rough sets have been proposed
and discussed (examples of this approach can be found in Ali
et al. [9], Feng et al. [10], Li and Yin [11], Yao et al. [12], and

Zhang et al. [13]); and rough set models on two universes of
discourse which can be interpreted by the notions of interval
structure and generalized approximation space have been
extensively studied by Li and Zhang [14], Ma and Sun [15],
and Yao and Lin [16].

The relationships between lattice theory and rough sets
are another topic receiving much attention in recent years.
Cattaneo and Ciucci [17] focus on the study on lattices
with interior and closure operators and abstract approxima-
tion spaces, in which the nonequational notion of abstract
approximation space for roughness theory is introduced,
and its relationship with the equational definition of lattice
with Tarski interior and closure operations is studied. Their
categorical isomorphism is also proved, and the role of the
Tarski interior and closure with an algebraic semantic of a
S4-like model of modal logic is widely investigated. Järvinen
[18] investigates lattice-theoretical foundations of rough set
theory, in which closure operators in a more general setting
of ordered sets, fixpoints of Galois connections, rough set
approximations and definable sets, and the lattice structures
of the ordered set of all rough sets determined by different
kinds of indiscernibility relations are studied in detail. The
purpose of this paper is to investigate the general approxi-
mation structure, weak approximation operators, and Pawlak
algebra in the framework of fuzzy lattice, lattice topology,
and auxiliary ordering.The relationships between the Pawlak
approximation structures and these mathematic structures
are established.
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The remaining part of the paper is organized as follows.
Section 2 introduces the relevant definitions which will be
used throughout the paper. Section 3 investigates the Pawlak
algebra and weak Pawlak algebra on fuzzy lattice. Section 4
discusses the relationships between Pawlak algebra and aux-
iliary ordering. Section 5 focuses on the study of molecu-
lar Pawlak algebra. Section 6 investigates the properties of
Pawlak algebra based on binary relation. Finally, Section 7
concludes the paper and suggests some future research topics.

2. Preliminaries

In this section, we introduce some basic definitions (see [3,
19, 20]) which will be used throughout the paper.

Definition 1. Apartially ordered set (𝐿, ≤) is said to be a lattice
if inf{𝑥, 𝑦} and sup{𝑥, 𝑦}, denoted by ∧ and ∨, respectively,
exist, for all 𝑥, 𝑦 ∈ 𝐿. A lattice 𝐿 is said to be complete if, for
every 𝐴 ⊆ 𝐿,⋀

𝛼∈𝐴
𝛼 and⋁

𝛼∈𝐴
𝛼 exist.

Definition 2. Let (𝐿, ≤) be a complete lattice with the max-
imum element 1 and minimum element 0 and “≺” a binary
relation on 𝐿. If the following conditions hold: for all 𝛼, 𝛽, 𝜇,
𝜂, 𝛾 ∈ 𝐿,

(i) 𝛼 ≺ 𝛽 ⇒ 𝛼 ≤ 𝛽,
(ii) 𝜇 ≤ 𝛼 ≺ 𝛽 ≤ 𝜂 ⇒ 𝜇 ≺ 𝜂,
(iii) 𝛼 ≺ 𝛾, 𝛽 ≺ 𝛾 ⇒ 𝛼 ∨ 𝛽 ≺ 𝛾,
(iv) ∀𝛼 ∈ 𝐿, 0 ≺ 𝛼 ≺ 1,

then the relation “≺” is called an auxiliary ordering on 𝐿. If the
relation “≺” satisfies conditions (i), (ii), and (iv), it is called a
weak auxiliary ordering on𝐿.Theweak auxiliary ordering “≺”
is called completely approximate if

∀𝛼 ∈ 𝐿, 𝛼 = ∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} . (1)

Furthermore, if the relation “≺” satisfies conditions (i), (ii),
(iv), and

(iii)󸀠 𝛼
𝑡
≺ 𝛽(𝑡 ∈ 𝑇) ⇒ ⋁

𝑡∈𝑇
𝛼
𝑡
≺ 𝛽,

then “≺” is called a strong auxiliary ordering on 𝐿.

Definition 3. Let (𝐿, ∨, ∧, 0, 1) be a completely distributive
lattice. If the mapping 𝑐 : 𝐿 → 𝐿 satisfies the following
conditions:

(i) reverse law: ∀𝛼, 𝛽 ∈ 𝐿, if 𝛼 ≤ 𝛽, then 𝛽𝑐 ≤ 𝛼𝑐,
(ii) recovery law: ∀𝛼 ∈ 𝐿, (𝛼𝑐)𝑐 = 𝛼,

then (𝐿, ∨, ∧,𝑐, 0, 1) is called a fuzzy lattice.

Remark 4. The notion of fuzzy lattice just given is first intro-
duced in Wang [20] and is also called de Morgan completely
distributive lattice in the literature. To keep consistency, we
adopt the term “fuzzy lattice” in this paper.

Definition 5. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and 𝜋 ⊆ 𝐿.
If the subset 𝜋 satisfies the following conditions:

(i) 0 ∉ 𝜋,
(ii) 𝛼, 𝛽 ∈ 𝜋, 𝛼 ∧ 𝛽 ̸= 0 ⇒ 𝛼 ≤ 𝛽 or 𝛽 ≤ 𝛼,
(iii) 𝛼, 𝛽, 𝛾 ∈ 𝜋, 𝛼 ≤ 𝛾, 𝛽 ≤ 𝛾 ⇒ 𝛼 ∧ 𝛽 ̸= 0,
(iv) 𝜂 = ∨{𝛼 | 𝛼 ∈ 𝜋, 𝛼 ≤ 𝜂} for all 𝜂 ∈ 𝐿,
(v) if 𝜋

0
⊆ 𝜋 and 𝜋

0
is linear order subset, then ∨𝜋

0
∈ 𝜋,

then 𝜋 is called amolecular set, and the element of 𝜋 is called
a molecule. The fuzzy lattice with molecule (𝐿(𝜋), ∨, ∧,𝑐, 0, 1)

is called amolecular lattice.

Definition 6. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and 𝛿 ⊆ 𝐿.
If the subset 𝛿 satisfies the following conditions:

(1) 0, 1 ∈ 𝛿,
(2) 𝛼

𝑡
∈ 𝛿(𝑡 ∈ 𝑇) ⇒ ⋁

𝑡∈𝑇
𝛼
𝑡
∈ 𝛿,

(3) 𝛼, 𝛽 ∈ 𝛿 ⇒ 𝛼 ∧ 𝛽 ∈ 𝛿,

then (𝐿, 𝛿) is called a lattice topology space.

3. The Pawlak Algebra and Weak Pawlak
Algebra on Fuzzy Lattices

In this section, we investigate the structural properties of
Pawlak rough approximations on fuzzy lattices. Let us begin
with introducing the following concepts.

Definition 7 (see [20])). Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice.
If the dual mappings 𝑎𝑝𝑟 : 𝐿 → 𝐿 and 𝑎𝑝𝑟 : 𝐿 → 𝐿 satisfy
the following conditions:

(P1) 𝑎𝑝𝑟(𝛼) = (𝑎𝑝𝑟(𝛼
𝑐

))
𝑐

(∀𝛼 ∈ 𝐿),

(P2) 𝑎𝑝𝑟(1) = 1,

(P3) 𝑎𝑝𝑟(𝛼 ∧ 𝛽) = (𝑎𝑝𝑟𝛼) ∧ (𝑎𝑝𝑟𝛽) (∀𝛼, 𝛽 ∈ 𝐿),

(P4) 𝛼 ≤ 𝑎𝑝𝑟(𝛼), ∀𝛼 ∈ 𝐿,

then (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) is called a Pawlak algebra. 𝑎𝑝𝑟
(resp., 𝑎𝑝𝑟, pair (𝑎𝑝𝑟, 𝑎𝑝𝑟) ) is called upper approximation
operator (resp., lower approximation operator, dual approx-
imation operator) on 𝐿. If 𝑎𝑝𝑟(𝛼) = 𝑎𝑝𝑟(𝛼), then 𝛼 is called
a definable element. If 𝑎𝑝𝑟𝛼 ̸= 𝑎𝑝𝑟𝛼, then 𝛼 is called a rough
element.

If (P3) is replaced by the following condition (P3)∗:

(P3)∗ 𝛼 ≤ 𝛽 ⇒ 𝑎𝑝𝑟(𝛼) ≤ 𝑎𝑝𝑟(𝛽),

then 𝑎𝑝𝑟 (resp., 𝑎𝑝𝑟, pair (𝑎𝑝𝑟, 𝑎𝑝𝑟)) is called a weak upper
approximation operator (resp., weak lower approximation
operator, weak dual approximation operator) on 𝐿, and
the system (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) is called a weak Pawlak
algebra.

Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice. Denote by 𝐴𝑃𝑅(𝐿)

(resp., 𝐴𝑃𝑅
𝑊
(𝐿)) the set of all dual approximation operators

(resp., dual weak approximation operators) on 𝐿, respectively,
and by 𝜎

𝑎𝑝𝑟

0
(𝐿) the set of all definable elements in the Pawlak

algebra (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟).
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Definition 8. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and
(𝑎𝑝𝑟

1

, 𝑎𝑝𝑟
1
), (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) ∈ 𝐴𝑃𝑅

𝑤
(𝐿). Then the dual weak

approximation operator (𝑎𝑝𝑟
2

, 𝑎𝑝𝑟
2
) is called rougher than

(𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
), denoted by (𝑎𝑝𝑟

1

, 𝑎𝑝𝑟
1
) ≺ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
), if the

following inequalities hold:

∀𝛼 ∈ 𝐿, 𝑎𝑝𝑟
2

(𝛼) ≤ 𝑎𝑝𝑟
1

(𝛼) ≤ 𝑎𝑝𝑟
1
(𝛼) ≤ 𝑎𝑝𝑟

2
(𝛼) . (2)

Proposition 9. Let (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) be a Pawlak alge-
bra. Then 𝐴𝑃𝑅(𝐿) ⊆ 𝐴𝑃𝑅

𝑤
(𝐿).

Proof. Let (𝑎𝑝𝑟, 𝑎𝑝𝑟) ∈ 𝐴𝑃𝑅(𝐿). For any 𝛼, 𝛽 ∈ 𝐿 with 𝛼 ≤ 𝛽,
we have 𝛼 = 𝛼 ∧ 𝛽, and so

𝑎𝑝𝑟 (𝛼) = 𝑎𝑝𝑟 (𝛼 ∧ 𝛽) = 𝑎𝑝𝑟 (𝛼) ∧ 𝑎𝑝𝑟 (𝛽) . (3)

Therefore, 𝑎𝑝𝑟(𝛼) ≤ 𝑎𝑝𝑟(𝛽), implying that condition (P3)∗

holds. Hence (𝑎𝑝𝑟, 𝑎𝑝𝑟) ∈ 𝐴𝑃𝑅
𝑊
(𝐿), as required.

Define two dual approximation operators 𝐼 := (𝐼, 𝐼) and
𝑂 := (𝑂,𝑂) as follows:

∀𝛼 ∈ 𝐿, 𝐼 (𝛼) = {
0 𝛼 ̸= 1

1 𝛼 = 1
, 𝐼 (𝛼) = {

0 𝛼 = 0

1 𝛼 ̸= 0

∀𝛼 ∈ 𝐿, 𝑂 (𝛼) = 𝑂 (𝛼) = 𝛼.

(4)

Then it is easy to see that 𝐼,𝑂 ∈ 𝐴𝑃𝑅(𝐿) and𝑂 ≺ (𝑎𝑝𝑟, 𝑎𝑝𝑟) ≺

𝐼 for any (𝑎𝑝𝑟, 𝑎𝑝𝑟) ∈ 𝐴𝑃𝑅
𝑤
(𝐿).

It is possible to characterize 𝐴𝑃𝑅
𝑊
(𝐿) according to the

following result.

Theorem 10. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice. Then
(𝐴𝑃𝑅

𝑊
(𝐿), ≺) is a complete distributive lattice with maximum

element 𝐼 and minimum element 𝑂.

Proof. Suppose that {(𝑎𝑝𝑟
𝑡

, 𝑎𝑝𝑟
𝑡
)}
𝑡∈𝑇

⊆ 𝐴𝑃𝑅
𝑤
(𝐿), where 𝑇 is

an index set. Define⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

by

(⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

) (𝛼) = ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

(𝛼) , ∀𝛼 ∈ 𝐿. (5)

And ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
, and ⋀

𝑡∈𝑇
𝑎𝑝𝑟

𝑡
can be similarly

defined. Then the following assertions hold.

(1) Consider (⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
),

(⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
) ∈ 𝐴𝑃𝑅

𝑤
(𝐿). In fact, for

any 𝛼, 𝛽 ∈ 𝐿, by Definitions 6 and 7, we have

(P1) (⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

)(𝛼) = ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

(𝛼) =
⋁
𝑡∈𝑇

(𝑎𝑝𝑟
𝑡
(𝛼𝑐))

𝑐 = (⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
(𝛼𝑐))

𝑐 =
((⋀

𝑡∈𝑇
𝑎𝑝𝑟

𝑡
)(𝛼𝑐))

𝑐,
(P2) (⋁

𝑡∈𝑇
𝑎𝑝𝑟

𝑡

)(1) = ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

(1) = 1,
(P3) if 𝛼 ≤ 𝛽, then 𝑎𝑝𝑟

𝑡

(𝛼) ≤ 𝑎𝑝𝑟
𝑡

(𝛽), ∀𝑡 ∈ 𝑇,
implying that⋁

𝑡∈𝑇
𝑎𝑝𝑟

𝑡

(𝛼) ≤ ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
(𝛽),

(P4) 𝛼 ≤ ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
(𝛼) = (⋀

𝑡∈𝑇
𝑎𝑝𝑟

𝑡
)(𝛼) since

𝛼 ≤ 𝑎𝑝𝑟
𝑡
(𝛼) for all 𝑡 ∈ 𝑇.

(2) Consider (⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
) ∈ 𝐴𝑃𝑅

𝑤
(𝐿). The

proof is analogous to that of (1).
(3) Consider inf{(𝑎𝑝𝑟

𝑡

, 𝑎𝑝𝑟
𝑡
) | 𝑡 ∈ 𝑇} =

(⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
) and sup{(𝑎𝑝𝑟

𝑡

, 𝑎𝑝𝑟
𝑡
) | 𝑡 ∈

𝑇} = (⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
). Clearly, (𝑎𝑝𝑟

𝑡

, 𝑎𝑝𝑟
𝑡
) ≺

(⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
) is true for all 𝑡 ∈ 𝑇. In fact,

let (𝑎𝑝𝑟, 𝑎𝑝𝑟) ∈ 𝐴𝑃𝑅
𝑤
(𝐿) be such that (𝑎𝑝𝑟, 𝑎𝑝𝑟) ≺

(𝑎𝑝𝑟
𝑡

, 𝑎𝑝𝑟
𝑡
) for all 𝑡 ∈ 𝑇. Then 𝑎𝑝𝑟

𝑡

(𝛼) ≤ 𝑎𝑝𝑟(𝛼) ≤

𝑎𝑝𝑟(𝛼) ≤ 𝑎𝑝𝑟
𝑡
(𝛼) for all 𝑡 ∈ 𝑇 and 𝛼 ∈ 𝐿 by definition.

It follows that

⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

(𝛼) ≤ 𝑎𝑝𝑟 (𝛼) ≤ 𝑎𝑝𝑟𝛼 ≤ ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
(𝛼) , ∀𝛼 ∈ 𝐿. (6)

On the other hand, it is obvious that (𝑎𝑝𝑟
𝑡

, 𝑎𝑝𝑟
𝑡
) ≺

(⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
) for all 𝑡 ∈ 𝑇. Hence, inf{(𝑎𝑝𝑟

𝑡

, 𝑎𝑝𝑟
𝑡
) |

𝑡 ∈ 𝑇} = (⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡

, ⋀
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
). In a similar way by duality,

we have sup{(𝑎𝑝𝑟
𝑡

, 𝑎𝑝𝑟
𝑡
) | 𝑡 ∈ 𝑇} = (⋀

𝑡∈𝑇
𝑎𝑝𝑟

𝑡

, ⋁
𝑡∈𝑇

𝑎𝑝𝑟
𝑡
).

Summing up the above analysis, (𝐴𝑃𝑅
𝑊
(𝐿), ≺) is a com-

plete lattice. It is obvious that 𝐼 is the maximum element
and 𝑂 is the minimum element and that (APR

𝑊
(𝐿), ≺) is

distributive. This completes the proof.

Proposition 11. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and (𝐿, 𝛿)

a lattice topology space. Define the operators 𝑎𝑝𝑟
𝛿

: 𝐿 → 𝐿

and 𝑎𝑝𝑟
𝛿
: 𝐿 → 𝐿 by

𝑎𝑝𝑟
𝛿

(𝛼) = ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝛾 ∈ 𝛿} ,

𝑎𝑝𝑟
𝛿
(𝛼) = ∧ {𝛾

𝑐

| 𝛼 ≤ 𝛾
𝑐

, 𝛾 ∈ 𝛿} ,

(7)

respectively, for all 𝛼 ∈ 𝐿. Then the system
(𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟

𝛿

, 𝑎𝑝𝑟
𝛿
) is a Pawlak algebra.

Proof. It is straightforward and omitted.

Proposition 12. Let (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) be a Pawlak alge-
bra. Then (𝐿, 𝜎

𝑎𝑝𝑟

0
(𝐿)) is a zero-dimensional lattice topology

space.

Proof. It is evident that 𝜎𝑎𝑝𝑟
0

(𝐿) = {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)} ∩

{𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)}. And we conclude that the following
assertions hold.

(a) {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)} is union-closed. Suppose that
{𝛼

𝑡
| 𝑡 ∈ 𝑇} ⊆ {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)}, where 𝑇 is an

index set. Now, for any 𝑠 ∈ 𝑇, we have 𝛼
𝑠
≤ ⋁

𝑡∈𝑇
𝛼
𝑡
,

and so 𝛼
𝑠
= 𝑎𝑝𝑟(𝛼

𝑠
) ≤ 𝑎𝑝𝑟(⋁

𝑡∈𝑇
𝛼
𝑡
), implying that

⋁
𝑡∈𝑇

𝛼
𝑡
≤ 𝑎𝑝𝑟(⋁

𝑡∈𝑇
𝛼
𝑡
). Since ⋁

𝑡∈𝑇
𝛼
𝑡
≥ 𝑎𝑝𝑟(⋁

𝑡∈𝑇
𝛼
𝑡
),

we have⋁
𝑡∈𝑇

𝛼
𝑡
= 𝑎𝑝𝑟(⋁

𝑡∈𝑇
𝛼
𝑡
) by conditions (P1) and

(P4), as required.
(b) {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)} is intersection-closed. Suppose

that {𝛼
𝑡
| 𝑡 ∈ 𝑇} ⊆ {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)}, where 𝑇
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is an index set. For any 𝑠 ∈ 𝑇, we have 𝛼
𝑠
≥ ⋀

𝑡∈𝑇
𝛼
𝑡
,

and so 𝛼
𝑠
= 𝑎𝑝𝑟(𝛼

𝑠
) ≥ 𝑎𝑝𝑟(⋀

𝑡∈𝑇
𝛼
𝑡
), implying that

⋀
𝑡∈𝑇

𝛼
𝑡
≥ 𝑎𝑝𝑟(⋀

𝑡∈𝑇
𝛼
𝑡
). By condition (P4), we have

⋀
𝑡∈𝑇

𝛼
𝑡
= 𝑎𝑝𝑟(⋀

𝑡∈𝑇
𝛼
𝑡
), as required.

(c) {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)} ∩ {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)}

is complement-closed. For any 𝛼 ∈ {𝛼 ∈ 𝐿 | 𝛼 =

𝑎𝑝𝑟(𝛼)} ∩ {𝛼 ∈ 𝐿 | 𝛼 = 𝑎𝑝𝑟(𝛼)}, by condition (P1),
we have 𝑎𝑝𝑟(𝛼𝑐) = ((𝑎𝑝𝑟(𝛼𝑐))

𝑐

)
𝑐 = (𝑎𝑝𝑟(𝛼))

𝑐

= 𝛼,
implying that 𝛼𝑐 ∈ {𝛼 | 𝛼 = 𝑎𝑝𝑟(𝛼)} ∩ {𝛼 | 𝛼 =

𝑎𝑝𝑟(𝛼)}. Hence {𝛼 | 𝛼 = 𝑎𝑝𝑟(𝛼)} ∩ {𝛼 | 𝛼 = 𝑎𝑝𝑟(𝛼)} is
complement-closed.

Summing up the above analysis, (𝐿, 𝜎𝑎𝑝𝑟
0

(𝐿)) is a zero-
dimensional lattice topology space.

Now, let us turn our attention to the study of the transitive
closure of approximation operators.

Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice. Define the operator
“∘” on 𝐴𝑃𝑅(𝐿) as follows:

(𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
) ∘ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) := (𝑎𝑝𝑟

1

∘ 𝑎𝑝𝑟
2

, 𝑎𝑝𝑟
1
∘ 𝑎𝑝𝑟

2
) .

(8)

That is,

∀𝛼 ∈ 𝐿, (𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
) ∘ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) (𝛼)

= (𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛼)) , 𝑎𝑝𝑟
1
(𝑎𝑝𝑟

2
(𝛼))) ,

(9)

where (𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
), (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) ∈ 𝐴𝑃𝑅(𝐿). For any positive

integer 𝑘, define (𝑎𝑝𝑟, 𝑎𝑝𝑟)
(𝑘+1)

:= (𝑎𝑝𝑟, 𝑎𝑝𝑟)
(𝑘)

∘ (𝑎𝑝𝑟, 𝑎𝑝𝑟).
Denote cl(𝑎𝑝𝑟, 𝑎𝑝𝑟) := ⋁

∞

𝑘=1
(𝑎𝑝𝑟, 𝑎𝑝𝑟)

(𝑘), which is called the
transitive closure of (𝑎𝑝𝑟, 𝑎𝑝𝑟). Then, we obtain the following
result.

Lemma 13. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice. Then

(1) (𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
) ≺ (𝑎𝑝𝑟

1

, 𝑎𝑝𝑟
1
) ∘ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) for all

(𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
), (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) ∈ 𝐴𝑃𝑅(𝐿);

(2) (𝑎𝑝𝑟
1

, 𝑎𝑝𝑟
1
) ∘ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
) ∈ 𝐴𝑃𝑅(𝐿);

(3) cl(𝑎𝑝𝑟, 𝑎𝑝𝑟) is a dual approximation operator.

Proof. (1) It is straightforward and omitted.
(2) It suffices to prove that (𝑎𝑝𝑟

1

, 𝑎𝑝𝑟
1
) ∘ (𝑎𝑝𝑟

2

, 𝑎𝑝𝑟
2
)

satisfies conditions (P1)–(P4) in Definition 7. In fact, for any
𝛼, 𝛽 ∈ 𝐿, we have

(P1) 𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛼)) = 𝑎𝑝𝑟
1
((𝑎𝑝𝑟

2

(𝛼))
𝑐

)
𝑐

=

(𝑎𝑝𝑟
1
((𝑎𝑝𝑟

2
(𝛼𝑐))

𝑐

)
𝑐

)
𝑐

= (𝑎𝑝𝑟
1
(𝑎𝑝𝑟

2
(𝛼𝑐)))

𝑐,
(P2) (𝑎𝑝𝑟

1

∘ 𝑎𝑝𝑟
2

)(1) = 𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(1)) = 𝑎𝑝𝑟
1

(1) = 1,

(P3) (𝑎𝑝𝑟
1

∘ 𝑎𝑝𝑟
2

)(𝛼 ∧ 𝛽) = 𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛼 ∧ 𝛽))

= 𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛼) ∧ 𝑎𝑝𝑟
2

(𝛽)) = (𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛼))) ∧

(𝑎𝑝𝑟
1

(𝑎𝑝𝑟
2

(𝛽)))= (𝑎𝑝𝑟
1

∘𝑎𝑝𝑟
2

)(𝛼))∧(𝑎𝑝𝑟
1

∘𝑎𝑝𝑟
2

)(𝛽)),

(P4) ∀𝛼 ∈ 𝐿, 𝛼 ≤ 𝑎𝑝𝑟
2
(𝛼) ⇒ 𝛼 ≤ 𝑎𝑝𝑟

1
(𝛼) ≤

𝑎𝑝𝑟
1
(𝑎𝑝𝑟

2
(𝛼)) = (𝑎𝑝𝑟

1
∘ 𝑎𝑝𝑟

2
)(𝛼).

(3) From the proof of Theorem 10, we have

cl (𝑎𝑝𝑟, 𝑎𝑝𝑟) = (

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

,

∞

⋁
𝑘=1

𝑎𝑝𝑟
(𝑘)

) . (10)

And it is easy to prove by mathematical induction that

𝑎𝑝𝑟
(𝑘)

(𝛼 ∧ 𝛽)

= 𝑎𝑝𝑟
(𝑘)

(𝛼) ∧ 𝑎𝑝𝑟
(𝑘)

(𝛽) for all positive integer 𝑘.

(11)

Therefore,

(

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

)(𝛼 ∧ 𝛽) =

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

(𝛼 ∧ 𝛽)

=

∞

⋀
𝑘=1

(𝑎𝑝𝑟
(𝑘)

(𝛼) ∧ 𝑎𝑝𝑟
(𝑘)

(𝛽))

= (

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

(𝛼)) ∧ (

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

(𝛽)) .

(12)

It follows that cl(𝑎𝑝𝑟, 𝑎𝑝𝑟) satisfies condition (P3). Similarly,
we can prove that cl(𝑎𝑝𝑟, 𝑎𝑝𝑟) also satisfies conditions (P1),
(P2), and (P4). Hence, cl(𝑎𝑝𝑟, 𝑎𝑝𝑟) is a dual approximation
operator.

Theorem 14 (see [21]). If (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) is a Pawlak
algebra, then the subset 𝑇apr = {𝛾 | 𝑎𝑝𝑟(𝛾) = 𝛾} is a lattice
topology on 𝐿.

Theorem 15. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and
(𝑎𝑝𝑟, 𝑎𝑝𝑟) ∈ 𝐴𝑃𝑅(𝐿). Then for any 𝛼 ∈ 𝐿, one has

(

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

) (𝛼) = ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾} , (13)

(

∞

⋁
𝑘=1

𝑎𝑝𝑟
(𝑘)

) (𝛼) = ∧ {𝜏 | 𝛼 ≤ 𝜏, 𝑎𝑝𝑟 (𝜏) = 𝜏} . (14)

Proof. It suffices to prove (13). Equation (14) can be proved by
the duality of approximation operators. By the infinite-union-
closing in 𝑇

𝑎𝑝𝑟
, for any 𝛼 ∈ 𝐿, we have

𝑎𝑝𝑟 [∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾}]

= ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾} ≤ 𝛼,

𝑎𝑝𝑟 [∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾}]

= ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾} ≤ 𝑎𝑝𝑟 (𝛼) ,
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𝑎𝑝𝑟 [∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾}]

= ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾} ≤ 𝑎𝑝𝑟
(2)

(𝛼)

...

𝑎𝑝𝑟 [∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾}]

= ∨ {𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟 (𝛾) = 𝛾} ≤ 𝑎𝑝𝑟
(𝑘)

(𝛼) ,

...
(15)

implying that ∨{𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟(𝛾) = 𝛾} ≤ (⋀
∞

𝑘=1
𝑎𝑝𝑟(𝑘))(𝛼).

Conversely, for any 𝛼 ∈ 𝐿,

𝑎𝑝𝑟((

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

) (𝛼)) = (

∞

⋀
𝑘=1

𝑎𝑝𝑟
(𝑘)

) (𝛼) ≤ 𝛼. (16)

It follows that (⋀∞

𝑘=1
𝑎𝑝𝑟(𝑘))(𝛼) ∈ 𝑇

𝑎𝑝𝑟
, and so (⋀

∞

𝑘=1
𝑎𝑝𝑟(𝑘))(𝛼)

≤ ∨{𝛾 | 𝛾 ≤ 𝛼, 𝑎𝑝𝑟(𝛾) = 𝛾}. Hence, (13) holds.

As a consequence ofTheorem 15, we obtain the following
result.

Corollary 16. If (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) is a Pawlak algebra,
then 𝑎𝑝𝑟

∗
:= ⋁

∞

𝑘=1
𝑎𝑝𝑟

(𝑘) is a closure operator on 𝐿.

4. The Relationships between Pawlak Algebra
and Auxiliary Ordering

Gierz [19] introduces the concept of auxiliary ordering for the
study of continuous lattice. In fact, the auxiliary ordering is
an order relation which is rougher than the initial ordering
and can be regarded as the approximation of initial ordering.
Inspired by this idea, we can use approximation operator to
describe order approximately.

The following results present the relationships between
Pawlak algebra and strong auxiliary ordering.

Theorem 17. Let (𝐿, ∨, ∧,𝑐, 0, 1) be a fuzzy lattice and “≺” a
strong auxiliary ordering on 𝐿. Define two operators 𝑎𝑝𝑟

≺

:

𝐿 → 𝐿 and 𝑎𝑝𝑟
≺
:: 𝐿 → 𝐿 as follows:

∀𝛼 ∈ 𝐿, 𝑎𝑝𝑟
≺

(𝛼) := ∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} ,

𝑎𝑝𝑟
≺
(𝛼) = (𝑎𝑝𝑟

≺

(𝛼
𝑐

))
𝑐

;
(17)

then (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟
≺

, 𝑎𝑝𝑟
≺
) is a Pawlak algebra.

Proof. It is obvious that condition (P1) holds. In what follows,
we prove that conditions (P2)–(P4) are satisfied.

(1) The strong auxiliary ordering ≺ implies that 1 ≺ 1 is
true, and so we have

𝑎𝑝𝑟
≺

(1) = ∨ {𝛾 | 𝛾 ≺ 1, 𝛾 ∈ 𝐿} = 1, (18)

implying that condition (P2) holds.

(2) Let 𝛼, 𝛽, 𝛾 ∈ 𝐿 be such that 𝛾 ≺ 𝛼 ∧ 𝛽. Then 𝛾 ≤ 𝛾 ≺

𝛼 ∧ 𝛽 ≤ 𝛼 and 𝛾 ≤ 𝛾 ≺ 𝛼 ∧ 𝛽 ≤ 𝛽. By condition (ii) in
Definition 1, we have 𝛾 ≺ 𝛼, 𝛾 ≺ 𝛽, and so

{𝛾 | 𝛾 ≺ 𝛼 ∧ 𝛽, 𝛾 ∈ 𝐿} ⊆ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} ,

{𝛾 | 𝛾 ≺ 𝛼 ∧ 𝛽, 𝛾 ∈ 𝐿} ⊆ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿} .
(19)

Therefore

∨ {𝛾 | 𝛾 ≺ 𝛼 ∧ 𝛽, 𝛾 ∈ 𝐿} ≤ ∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} ,

∨ {𝛾 | 𝛾 ≺ 𝛼 ∧ 𝛽, 𝛾 ∈ 𝐿} ≤ ∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿} .
(20)

It follows that 𝑎𝑝𝑟
≺

(𝛼 ∧ 𝛽) ≤ 𝑎𝑝𝑟
≺

(𝛼) and 𝑎𝑝𝑟
≺

(𝛼 ∧ 𝛽) ≤

𝑎𝑝𝑟
≺

(𝛽), and hence

𝑎𝑝𝑟
≺

(𝛼 ∧ 𝛽) ≤ (𝑎𝑝𝑟
≺

(𝛼)) ∧ (𝑎𝑝𝑟
≺

(𝛽)) . (21)

On the other hand, by condition (iii) in Definition 3, we
have

∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} ≺ 𝛼,

∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿} ≺ 𝛽.
(22)

It follows from

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿})

∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ≤ ∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿} ≺ 𝛼 ≤ 𝛼,

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿})

∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ≤ ∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿} ≺ 𝛽 ≤ 𝛽

(23)

that

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿}) ∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ≺ 𝛼,

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿}) ∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ≺ 𝛽.
(24)

Hence

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿}) ∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ≺ 𝛼 ∧ 𝛽,

(25)

implying that

(∨ {𝛾 | 𝛾 ≺ 𝛼, 𝛾 ∈ 𝐿})

∧ (∨ {𝛾 | 𝛾 ≺ 𝛽, 𝛾 ∈ 𝐿}) ∈ {𝛾 | 𝛾 ≺ 𝛼 ∧ 𝛽, 𝛾 ∈ 𝐿} .
(26)

Thus 𝑎𝑝𝑟
≺

(𝛼) ∧ 𝑎𝑝𝑟
≺

(𝛽) ≤ 𝑎𝑝𝑟
≺

(𝛼 ∧ 𝛽), and so 𝑎𝑝𝑟
≺

(𝛼) ∧

𝑎𝑝𝑟
≺

(𝛽) = 𝑎𝑝𝑟
≺

(𝛼 ∧ 𝛽). Hence condition (P3) holds.

(3) By the duality of approximation operators, it suffices
to prove that 𝑎𝑝𝑟

≺

(𝛼) ≤ 𝛼. And this is clearly true by
the definition of 𝑎𝑝𝑟

≺

(𝛼).

Summing up the above statements, (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟
≺

,

𝑎𝑝𝑟
≺
) is a Pawlak algebra.
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Theorem18. Let (𝐿, ∨, ∧,𝑐, 0, 1, 𝑎𝑝𝑟, 𝑎𝑝𝑟) be a Pawlak algebra.
Define a binary relation “≺” as follows:

∀𝛼, 𝛽 ∈ 𝐿, 𝛼 ≺ 𝛽 ⇐⇒ 𝑎𝑝𝑟 (𝛼) ≤ 𝛽. (27)

Then “≺” is an auxiliary ordering on 𝐿.

Proof. (1) Let 𝛼, 𝛽 ∈ 𝐿be such that 𝛼 ≺ 𝛽. Then 𝛼 ≤ 𝛽 since
𝛼 ≤ 𝑎𝑝𝑟(𝛼) and 𝑎𝑝𝑟(𝛼) ≤ 𝛽.

(2) Let 𝛼, 𝛽, 𝜂, 𝜆 ∈ 𝐿 be such that 𝜂 ≤ 𝛼 ≺ 𝛽 ≤ 𝜆. Then
𝑎𝑝𝑟(𝜂) ≤ 𝑎𝑝𝑟(𝛼) and 𝑎𝑝𝑟(𝛼) ≤ 𝛽 ≤ 𝜆. It follows that 𝑎𝑝𝑟(𝜂) ≤
𝜆; that is, 𝜂 ≺ 𝜆.

(3) Let 𝛼, 𝛽, 𝜆 ∈ 𝐿 be such that 𝛼 ≺ 𝛾 and 𝛽 ≺ 𝛾. Then
𝑎𝑝𝑟(𝛼) ≤ 𝛾 and 𝑎𝑝𝑟(𝛽) ≤ 𝛾. Thus,

𝑎𝑝𝑟 (𝛼 ∨ 𝛽) = 𝑎𝑝𝑟 (𝛼) ∨ 𝑎𝑝𝑟 (𝛽) ≤ 𝛾, (28)

implying that 𝛼 ∨ 𝛽 ≺ 𝛾.
(4) It follows from 0 = 𝑎𝑝𝑟(0) ≤ 𝛼 that 0 ≺ 𝛼 for all 𝛼 ∈ 𝐿.
Summing up the above statements, “≺” is an auxiliary

ordering on 𝐿.

5. Molecular Pawlak Algebra
and Rough Topology

In this section, we focus on the approximate structure on
fuzzy lattices. This structure can be regarded as abstract
system of rough set.

Definition 19. Let (𝐿(𝜋), ∨, ∧,
𝑐, 𝑎𝑝𝑟, 𝑎𝑝𝑟) be a molecular

Pawlak algebra, (𝐷, ≥) a directed set, and {𝑆(𝑑)}
𝑑∈𝐷

a molec-
ular net and 𝛼 ∈ 𝜋. If there exists 𝑑

0
∈ 𝐷 such that 𝑎𝑝𝑟(𝛼) ≤

𝑆(𝑑) ≤ 𝑎𝑝𝑟(𝛼) for any 𝑑 ≥ 𝑑
0
, then 𝛼 is called a rough limit

of 𝑆, denoted by 𝑆
𝑎𝑝𝑟

󳨀󳨀→ 𝛼. The set of all rough limits of 𝑆 is
denoted by lim 𝑆.

In the sequel, we provide two examples of molecular
Pawlak algebra in topology space.

Example 20. Let (𝑈, 𝜌) be a metric space, 𝐿 = Φ(𝑈), and 𝜋 =

{{𝑥} | 𝑥 ∈ 𝑈}, where Φ(𝑈) denotes the set of all subsets of 𝑈.
Define

∀𝐴 ∈ 𝐿, 𝑎𝑝𝑟𝐴 := ⋃
𝑥∈𝐴

𝐵 (𝑥, 1) , 𝑎𝑝𝑟𝐴 := (𝑎𝑝𝑟𝐴
𝑐

)
𝑐

, (29)

where 𝐵(𝑥, 1) is the closed ball. Then (Φ(𝑈)(𝜋), ∪, ∩,
𝑐

, 𝑎𝑝𝑟,

𝑎𝑝𝑟) is a molecular Pawlak algebra. Let 𝑥
0
be the 𝑎𝑝𝑟-limit

of the molecular sequence {𝑥
𝑛
}
𝑛∈𝑁

(i.e., 𝑥
𝑛

𝑎𝑝𝑟

󳨀󳨀→ 𝑥
0
), which

means that there exists 𝑛
0

∈ 𝑁 such that 𝜌(𝑥
𝑛
, 𝑥

0
) ≤ 1 for

𝑛 ≥ 𝑛
𝑜
. Obviously, 𝑥

𝑛
→ 𝑥

0
implies 𝑥

𝑛

𝑎𝑝𝑟

󳨀󳨀→ 𝑥
0
(𝑛 → ∞).

Example 21. Let𝑈 be a nonempty set,𝑅 an equivalent relation
on 𝑈, 𝐿 = F(𝑈) fuzzy power set on 𝑈, 𝜋 = {{𝑥

𝜆
} | 𝑥 ∈ 𝑈, 𝜆 ∈

(0, 1]}, and𝑈/𝑅 = {𝑋
𝑖
}
𝑖∈𝐼
. For any𝐴 ∈ F(𝑈), define two fuzzy

sets 𝐹𝐴 and 𝐹
𝐴
on 𝑈/𝑅 as

∀𝑖 ∈ 𝐼, 𝐹
𝐴

(𝑋
𝑖
) = sup {𝐴 (𝑥) | 𝑥 ∈ 𝑋

𝑖
} ,

𝐹
𝐴
(𝑋

𝑖
) = inf {𝐴 (𝑥) | 𝑥 ∈ 𝑋

𝑖
} .

(30)

Then we have, for all 𝐴, 𝐵 ∈ 𝐹(𝑈),

(1) 𝐹𝐴∪𝐵 = 𝐹𝐴 ∪ 𝐹𝐵,

(2) 𝐹
𝐴∩𝐵

= 𝐹
𝐴
∩ 𝐹

𝐵
,

(3) 𝐹𝐴∩𝐵 ⊆ 𝐹𝐴 ∩ 𝐹𝐵,

(4) 𝐹
𝐴∪𝐵

⊇ 𝐹
𝐴
∪ 𝐹

𝐵
,

(5) 𝐹
𝐴
⊆ 𝐹𝐴.

Moreover, for any 𝐴 ∈ 𝐹(𝑈), define 𝑎𝑝𝑟𝐴 and 𝑎𝑝𝑟𝐴 as

(𝑎𝑝𝑟𝐴) (𝑥) = {
𝐹𝐴 (𝑋

𝑖
) 𝑥 ∈ 𝑋

𝑖

0 𝑥 ∉ 𝑋
𝑖
,

(31)

(𝑎𝑝𝑟𝐴) (𝑥) = {
𝐹
𝐴
(𝑋

𝑖
) 𝑥 ∈ 𝑋

𝑖

0 𝑥 ∉ 𝑋
𝑖
,

(32)

for any 𝑥 ∈ 𝑈. Then (F(𝑈)(𝜋), ∪, ∩,
𝑐, 𝑎𝑝𝑟, 𝑎𝑝𝑟) is a molecular

Pawlak algebra.
In the system (F(𝑈)(𝜋), ∪, ∩,𝑐, 𝑎𝑝𝑟, 𝑎𝑝𝑟), the rough neigh-

borhood 𝑎𝑝𝑟(𝑥
𝜆
) of molecule 𝑥

𝜆
is represented as

𝑎𝑝𝑟 (𝑥
𝜆
) (𝑦) = {

𝜆 𝑅 (𝑥, 𝑦) = 1

0 𝑅 (𝑥, 𝑦) = 0,
(33)

𝑆
𝑎𝑝𝑟

󳨀󳨀→ 𝑥
𝜆
if and only if there exists 𝑑

0
∈ 𝐷 such that 𝑥𝑅𝑦𝑑 and

𝜆
𝑑
≤ 𝜆 for 𝑑 ≥ 𝑑

0
, where 𝑆(𝑑) = 𝑦𝑑

𝜆𝑑

and𝑋
𝑖
is poly-point set.

If 𝑈/𝑅 = {{𝑥} | 𝑥 ∈ 𝑈}, namely, 𝑅(𝑥, 𝑦) = 1 if and only if
𝑥 = 𝑦, then we have

𝑎𝑝𝑟 (𝑥
𝜆
) = 𝑎𝑝𝑟 (𝑥

𝜆
) = 𝑥

𝜆 (34)

for fuzzy point 𝑥
𝜆
and it is know that 𝑆

𝑎𝑝𝑟

󳨀󳨀→ 𝑥
𝜆
if and only if

there exists 𝑑
0
∈ 𝐷 such that 𝑆(𝑑) = 𝑥

𝜆
for 𝑑 ≥ 𝑑

0
.

Definition 22. A molecular net is called 𝑅-fuzzy-rough-
convergent if and only if it is 𝑎𝑝𝑟-convergent in the molecular
Pawlak algebra (F(𝑈)(𝜋), ∪, ∩,

𝑐, 𝑎𝑝𝑟, 𝑎𝑝𝑟) defined by formu-
las (31) and (32).

The following is now straightforward.

Proposition 23. The 𝑅-fuzzy-rough-convergent classes satisfy
the Moore-Smith conditions can induce a topology, called 𝑅-
rough fuzzy topology, which is a nullity topology with square
members.

Theorem 24. Let (𝐿(𝜋), ∨, ∧,𝑐, 0, 1) be a molecular lattice.
Then any mapping ℎ : 𝜋 → 𝐿 satisfying 𝛼 ≤ ℎ(𝛼) can at
least induce a molecular Pawlak algebra.
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Proof. Set ℎ(0) = 0, and define

ℎ (𝛾) := ⋁
𝛼≤𝛾,𝛼∈𝜋

ℎ (𝛼) , ℎ (𝛾) = (ℎ (𝛾
𝑐

))
𝑐

. (35)

Then it is evident that (𝐿(𝜋), ∨, ∧,𝑐, ℎ, ℎ) is amolecular Pawlak
algebra.

6. The Application of Approximation
Operators to Rough Sets

Yao and Lin [16] introduce the concept of rough sets with
general binary relation. They defined 𝑅-neighborhood of 𝑥
from a universe 𝑈 by the binary relation 𝑅 on 𝑈,

𝑟 (𝑥) := {𝑦 | (𝑥, 𝑦) ∈ 𝑅} , (36)

and defined general dual approximation operators 𝑎𝑝𝑟
𝑅

and
𝑎𝑝𝑟

𝑅
as, for all𝑋 ⊆ 𝑈,

𝑎𝑝𝑟
𝑅

(𝑋) := {𝑥 | 𝑟 (𝑥) ⊆ 𝑋} ,

𝑎𝑝𝑟
𝑅
(𝑋) := {𝑥 | 𝑟 (𝑥) ∩ 𝑋 ̸= ⌀} .

(37)

In this section, we further investigate the properties of
approximation operators induced by a binary relation.

The following results recall some basic properties of
approximation operators induced by a binary relation.

Proposition 25 (see [16]). Let 𝑅 ⊆ 𝑈×𝑈 be a similar relation
on 𝑈. Then the following assertions hold: for all 𝑥, 𝑦 ∈ 𝑈 and
𝑋, 𝑌 ⊆ 𝑈,

(R1) 𝑎𝑝𝑟
𝑅

(𝑋) = [𝑎𝑝𝑟
𝑅
(𝑋𝑐)]

𝑐, 𝑎𝑝𝑟
𝑅
(𝑋) = [𝑎𝑝𝑟

𝑅

(𝑋𝑐)]
𝑐;

(R2) 𝑎𝑝𝑟
𝑅

(⌀) = 𝑎𝑝𝑟
𝑅
(⌀) = ⌀, 𝑎𝑝𝑟

𝑅

(𝑈) = 𝑎𝑝𝑟
𝑅
(𝑈) = 𝑈;

(R3) 𝑎𝑝𝑟
𝑅

(𝑋 ∩ 𝑌) = 𝑎𝑝𝑟
𝑅

(𝑋) ∩ 𝑎𝑝𝑟
𝑅

(𝑌), 𝑎𝑝𝑟
𝑅
(𝑋 ∩ 𝑌) ⊆

𝑎𝑝𝑟
𝑅
(𝑋) ∩ 𝑎𝑝𝑟

𝑅
(𝑌);

(R4) 𝑎𝑝𝑟
𝑅

(𝑋 ∪ 𝑌) ⊇ 𝑎𝑝𝑟
𝑅

(𝑋) ∪ 𝑎𝑝𝑟
𝑅

(𝑌), 𝑎𝑝𝑟
𝑅
(𝑋 ∪ 𝑌) =

𝑎𝑝𝑟
𝑅
(𝑋) ∪ 𝑎𝑝𝑟

𝑅
(𝑌);

(R5) 𝑎𝑝𝑟
𝑅

(𝑋) ⊆ 𝑋 ⊆ 𝑎𝑝𝑟
𝑅
(𝑋);

(R6) 𝑥 ∈ 𝑎𝑝𝑟
𝑅
{𝑦} ⇔ 𝑦 ∈ 𝑎𝑝𝑟

𝑅
{𝑥}.

Proposition 25 indicates that the system (Φ(𝑈), ∪,

∩,𝑐, ⌀, 𝑈, 𝑎𝑝𝑟
𝑅

, 𝑎𝑝𝑟
𝑅
) is a Pawlak algebra, where Φ(𝑈)

denotes the set of all subsets of 𝑈.

Proposition 26 (see [22]). Let 𝑅 ⊆ 𝑈×𝑈 be a binary relation
on 𝑈. Then

(1) 𝑅 is reflexive if and only if 𝑎𝑝𝑟
𝑅

(𝑋) ⊆ 𝑋 ⊆

𝑎𝑝𝑟
𝑅
(𝑋) (∀𝑋 ⊆ 𝑈);

(2) 𝑅 is symmetric if and only if 𝑥 ∈ 𝑎𝑝𝑟
𝑅
{𝑦} is equivalent

to 𝑦 ∈ 𝑎𝑝𝑟
𝑅
{𝑥};

(3) the reflexive relation 𝑅 is transitive if and only if 𝑎𝑝𝑟
𝑅

is a closure operator.

Proposition 27. Let (𝑝, 𝑝) ∈ 𝐴𝑃𝑅(Φ(𝑈)), where𝑝 is a closure
operator. Then

𝑥 ∈ 𝑝 {𝑦} 𝑖𝑓𝑓 𝑝 {𝑥} ⊆ 𝑝 {𝑦} . (38)

Proof. It is straightforward and omitted.

Theorem 28. Let (Φ(𝑈), ∪, ∩,𝑐, ⌀, 𝑈, 𝑝, 𝑝) be a Pawlak alge-
bra, where 𝑝 is a closure operator that satisfies (P6) for all
𝑥, 𝑦 ∈ 𝑈, 𝑥 ∈ 𝑝{𝑦} ⇔ 𝑦 ∈ 𝑝{𝑥}. Then we have the following:

(1) the binary relation 𝑅
𝑝
defined as

𝑅
𝑝
:= {(𝑥, 𝑦) | 𝑥 ∈ 𝑝 {𝑦}} (39)

is an equivalent relation on 𝑈;
(2) (𝑎𝑝𝑟

𝑅𝑝

, 𝑎𝑝𝑟
𝑅𝑝

) ≺ (𝑝, 𝑝). Moreover, if 𝑈 is a finite
universe or the cover {𝑝{𝑥}}

𝑥∈𝑈
of 𝑈 is finite, then

(𝑎𝑝𝑟
𝑅𝑝

, 𝑎𝑝𝑟
𝑅𝑝

) = (𝑝, 𝑝).

Proof. (1) It follows from Proposition 29 and condition (P6)
that

𝑅
𝑝
= {(𝑥, 𝑦) | 𝑝 {𝑥} = 𝑝 {𝑦}} . (40)

Then it is easy to see that 𝑅
𝑝
is an equivalent relation, where

[𝑥]
𝑅
= 𝑝{𝑥} for all 𝑥 ∈ 𝑈.

(2) For any𝑋 ⊆ 𝑈, we have

𝑎𝑝𝑟
𝑅𝑝

(𝑋) = {𝑥 | [𝑥]
𝑅𝑝

∩ 𝑋 ̸= ⌀}

= {𝑥 | {𝑦 | 𝑥 ∈ 𝑝 {𝑦}} ∩ 𝑋 ̸= ⌀}

= {𝑥 | ∃𝑦 ∈ 𝑋 such that 𝑥 ∈ 𝑝 {𝑦}}

⊆ 𝑝 (𝑋) .

(41)

On the other hand, 𝑎𝑝𝑟
𝑅𝑝

(𝑋𝑐) ⊆ 𝑝(𝑋𝑐) implies that
(𝑝(𝑋𝑐))

𝑐

⊆ (𝑎𝑝𝑟
𝑅𝑝

(𝑋𝑐))
𝑐; hence 𝑝(𝑋) ⊆ 𝑎𝑝𝑟

𝑅𝑝

(𝑋). Thus, we

have (𝑎𝑝𝑟
𝑅𝑝

, 𝑎𝑝𝑟
𝑅𝑝

) ≺ (𝑝, 𝑝).
Suppose that universe 𝑈 is finite and let 𝑋 =

{𝑦
1
, 𝑦

2
, . . . , 𝑦

𝑚
} ⊆ 𝑈. Then we have

𝑝 (𝑋) = ⋃
𝑦𝑘∈𝑋

𝑝 {𝑦
𝑘
} = {𝑥 | ∃𝑦 ∈ 𝑋 such that 𝑥 ∈ 𝑝 {𝑦}}

= {𝑥 | ∃𝑦 ∈ 𝑋 such that 𝑦 ∈ [𝑥]
𝑅𝑝
}

= {𝑥 | [𝑥]
𝑅𝑝

∩ 𝑋 ̸= ⌀}

= 𝑎𝑝𝑟
𝑅𝑝

(𝑋) .

(42)

Analogous to the above proof, we have 𝑝(𝑋) = 𝑎𝑝𝑟
𝑅𝑝

(𝑋). It

follows that (𝑎𝑝𝑟
𝑅𝑝

, 𝑎𝑝𝑟
𝑅𝑝

) = (𝑝, 𝑝).

Now suppose that the cover {𝑝{𝑥}}
𝑥∈𝑈

of 𝑈 is finite;
that is, there exist 𝑥

𝑘
∈ 𝑈, 𝑘 = 1, 2, . . . , 𝑚 such that
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{𝑝{𝑥
𝑘
}}
𝑘∈{1,2,...,𝑚}

is a cover of𝑈. Analogous to the above proof,
to prove that (𝑎𝑝𝑟

𝑅𝑝

, 𝑎𝑝𝑟
𝑅𝑝

) = (𝑝, 𝑝), it suffices to prove that,

for all 𝑋 ⊆ 𝑈, 𝑝(𝑋) ⊆ 𝑎𝑝𝑟
𝑅
(𝑋). In fact, it follows from

{𝑝{𝑥
𝑘
}}
𝑘∈{1,2,...,𝑚}

being a cover of𝑈 that𝑋 ⊆ 𝑈 ⊆ ⋃
𝑚

𝑘=1
𝑝{𝑥

𝑘
}.

Hence

𝑝 (𝑋) ⊆ 𝑝(

𝑚

⋃
𝑘=1

𝑝 {𝑥
𝑘
})

=

𝑚

⋃
𝑘=1

𝑝 {𝑥
𝑘
}

= {𝑥 | there exists 𝑥
𝑘
∈ 𝑋 such that 𝑥 ∈ 𝑝 {𝑥

𝑘
}}

= {𝑥 | there exists 𝑥
𝑘
∈ 𝑋 such that 𝑝 {𝑥} = 𝑝 {𝑥

𝑘
}}

= {𝑥 | there exists 𝑥
𝑘
∈ 𝑋 such that 𝑥

𝑘
∈ [𝑥]

𝑅𝑝
}

= {𝑥 | [𝑥]
𝑅𝑝

∩ 𝑋 ̸= ⌀} = 𝑎𝑝𝑟
𝑅𝑝

(𝑋) ,

(43)

as required.

In the sequel, denote by R the set of all similar relations
on𝑈. Then it is evident thatR is infinite-intersection-closed.
And the following result holds.

Proposition 29. LetR be the set of all similar relations on 𝑈.
Then we have

(1) [𝑥]
⋂
𝑡∈𝑇

𝑅𝑡
= ⋂

𝑡∈𝑇
[𝑥]

𝑅𝑡
for {𝑅

𝑡
}
𝑡∈𝑇

⊆ R, where 𝑇 is an
index set;

(2) ∀𝑅
1
, 𝑅

2
∈ R, 𝑅

1
⊆ 𝑅

2
⇔ (𝑎𝑝𝑟

𝑅1

, 𝑎𝑝𝑟
𝑅1

) ≺

(𝑎𝑝𝑟
𝑅2

, 𝑎𝑝𝑟
𝑅2

).

Proof. (1) Consider [𝑥]
⋂
𝑡∈𝑇

𝑅𝑡
= {𝑦 | (𝑥, 𝑦) ∈ ⋂

𝑡∈𝑇
𝑅
𝑡
} = {𝑦 |

∀𝑡 ∈ 𝑇, (𝑥, 𝑦) ∈ 𝑅
𝑡
} =⋂

𝑡∈𝑇
{𝑦 | (𝑥, 𝑦) ∈ 𝑅

𝑡
} =⋂

𝑡∈𝑇
[𝑥]

𝑅𝑡
.

(2) Let 𝑅
1
, 𝑅

2
∈ R be such that 𝑅

1
⊆ 𝑅

2
. Then for

any 𝑥 ∈ 𝑈, we have [𝑥]
𝑅1

⊆ [𝑥]
𝑅2
. Now, let 𝑋 ⊆ 𝑈.

If 𝑥 ∈ 𝑎𝑝𝑟
𝑅2

(𝑋), then [𝑥]
𝑅2

⊆ 𝑋, implying that [𝑥]
𝑅1

=

[𝑥]
𝑅1∩𝑅2

= [𝑥]
𝑅1

∩ [𝑥]
𝑅2

⊆ [𝑥]
𝑅2

⊆ 𝑋; that is, 𝑥 ∈ 𝑎𝑝𝑟
𝑅1

(𝑋).
Therefore, 𝑎𝑝𝑟

𝑅2

(𝑋) ⊆ 𝑎𝑝𝑟
𝑅1

(𝑋) and 𝑎𝑝𝑟
𝑅1

(𝑋) ⊆ 𝑎𝑝𝑟
𝑅2

(𝑋)

by the duality. It follows that (𝑎𝑝𝑟
𝑅1

, 𝑎𝑝𝑟
𝑅1

) ≺ (𝑎𝑝𝑟
𝑅2

, 𝑎𝑝𝑟
𝑅2

).
Conversely, suppose that (𝑎𝑝𝑟

𝑅1

, 𝑎𝑝𝑟
𝑅1

) ≺ (𝑎𝑝𝑟
𝑅2

, 𝑎𝑝𝑟
𝑅2

)

and (𝑥, 𝑦) ∈ 𝑅
1
. It follows that 𝑥 ∈ 𝑎𝑝𝑟

𝑅1

{𝑦}. Since
𝑎𝑝𝑟

𝑅1

(𝑋) ⊆ 𝑎𝑝𝑟
𝑅2

(𝑋) for any 𝑋 ⊆ 𝑈 by the assumption, we
know that 𝑎𝑝𝑟

𝑅1

{𝑦} ⊆ 𝑎𝑝𝑟
𝑅2

{𝑦}, and hence 𝑥 ∈ 𝑎𝑝𝑟
𝑅2

{𝑦},
implying that (𝑥, 𝑦) ∈ 𝑅

2
. Therefore, 𝑅

1
⊆ 𝑅

2
.

Theorem 30. Let 𝑈 be a finite set and 𝑅 a similar relation
on 𝑈. Then there exists an equivalent relation 𝑅 such that
cl(𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) = (𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) and that 𝑅 is the transitive

closure of 𝑅.

Proof. It follows from the proof of Theorem 10 that
cl(𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) = (⋀

∞

𝑘=1
𝑎𝑝𝑟

𝑅

(𝑘), ⋁
∞

𝑘=1
𝑎𝑝𝑟

𝑅

(𝑘)

) and that

⋁
∞

𝑘=1
𝑎𝑝𝑟

𝑅

(𝑘) is a closure operator satisfying (R6). Now, we
define a binary relation 𝑅 on 𝑈 as follows:

𝑅 := {(𝑥, 𝑦) | 𝑥 ∈ (

∞

⋃
𝑘=1

𝑎𝑝𝑟
𝑅

(𝑘)

){𝑦}} . (44)

Then, it is evident that 𝑅 is a similar relation on 𝑈 and
cl(𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) = (𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) by Theorem 10. In the sequel,

we prove that 𝑅 is the transitive closure of 𝑅, which also
implies that 𝑅 is an equivalent relation on 𝑈.

Suppose that 𝑅∗ is an equivalent relation such that 𝑅 ⊆

𝑅∗. By Proposition 29, we have (𝑎𝑝𝑟
𝑅

, 𝑎𝑝𝑟
𝑅
) ≺ (𝑎𝑝𝑟

𝑅
∗
, 𝑎𝑝𝑟

𝑅
∗)

and 𝑎𝑝𝑟
𝑅
∗ is a closure operator, and hence (𝑎𝑝𝑟

𝑅

, 𝑎𝑝𝑟
𝑅
) ≺

(𝑎𝑝𝑟
𝑅
∗
, 𝑎𝑝𝑟

𝑅
∗). Thus, by Proposition 29, 𝑅 ⊆ 𝑅∗.

7. Conclusions

In this paper, we have investigated the general approximation
structure, weak approximation operators, and Pawlak algebra
in the framework of fuzzy lattice, lattice topology, and
auxiliary ordering. The relationships between the Pawlak
approximation structures and these mathematic structures
are established, and some related properties are presented.
These works would provide a new direction for the study
of rough set theory and information systems. As for future
research, it will be interesting to continue the study of
molecular Pawlak algebra and general partial approximation
spaces.
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