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A B S T R A C T

Background and purpose: The electron source intensity distribution of a clinical linear accelerator has a great
influence on the calculation of output factors for small radiation fields where source occlusion by the collimating
devices takes place. The purpose of this study was to present a new method for the electron source reconstruction
problem.
Materials and methods: The measurements were performed in-air using diode and 6 MV 1 × 1 cm2 photon field
in flattening filter-free mode. In Monte Carlo simulation, an electron target area was divided into a number of
square subsources. Then, the in-air doses in 2D silicon chip array were calculated individually from each sub-
source. A genetic algorithm search was applied in order to determine the optimal weight factors for all sub-
sources that provide the best agreement between simulated and measured doses.
Results: It was found that the reconstructed electron source intensity from a clinical linear accelerator has the
two-dimensional elliptical double Gaussian distribution. The source intensity distribution consisted of two in-
tensity components along the in-plane (x) and cross-plane (y) directions characterized by full width half-max-
imum (FWHM): FWHMx1 = 0.27 cm, FWHMx2 = 0.08 cm, FWHMy1 = 0.24 cm, FWHMy2 = 0.06 cm, where
broader components are 81% and 53% of the total intensity along × and y axis respectively.
Conclusions: The obtained results demonstrated an elliptical double Gaussian intensity distribution of the in-
cident electron source. We anticipate that the proposed method has universal applications independent of the
type of linear accelerator, modality or energy.

1. Introduction

Small photon fields are often used in the delivery of stereotactic
radiosurgery (SBRT/SRS) treatments. Consequently, an accurate dosi-
metry of small fields is an important part of a medical linear accelerator
characterization since it has an effect on calculations of the dose dis-
tribution in treatment planning systems (TPSs). Because the standard
measurement procedure is not suitable for small-field dosimetry, the
commissioning and verification of small-field dosimetry remains a
challenging task for medical physicists [1]. To overcome the challenges
of small-field dosimetry, many authors have proposed Monte Carlo
(MC) methods as the best suitable tool for small-beam commissioning.
To formalize the use of MC methods in small and nonstandard field
dosimetry, Alfonso et al. [2] proposed a procedure to calculate the
correction factors for specific combinations of the machine, field and
type of detector. Obviously, a MC simulation must be extremely accu-
rate and take into account all details, such as the machine and detector

dimensions and materials.
In the past decades, the EGSnrc MC code has been extensively tested

and accepted as a gold standard in photon and electron beam dosi-
metry. The physical and chemical parameters of the components re-
quired for a MC model can be obtained from the manufacturer and are
usually known with satisfactory accuracy. However, there are para-
meters that can be only estimated by the manufacturer: the energy and
spot size of the incident electron beam which impacts the target surface.
These values are necessary for a correct simulation of the brems-
strahlung generation in a linac treatment head. Moreover, the proper
incident electron beam size has a great influence on the calculation of
output factors for small radiation fields where source occlusion by the
collimating devices takes place [3].

Notwithstanding, the first estimation of the electron parameters
given by a manufacturer can be further improved following the ap-
proach proposed by Sheikh-Bagheri and Rogers [4]. This method is
usually performed under assumptions of the Gaussian type for both the
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energy and spatial distributions of the electron source and eventually
provides satisfactory results in modeling for most radiotherapy needs.

However for small fields, even after careful MC modeling of an
accelerator, a substantial difference can be observed between the si-
mulated and measured profiles and output factors. The reason for this
difference is the increasing influence of the incident electron beam size
on the small-field characteristics [5]. This issue makes the classic
Sheikh-Bagheri and Rogers procedure insufficient for small radiation
field modeling. Based on previous publications, we can distinguish
three possible ways to obtain an estimation of the electron source in-
tensity distribution: (i) an experimental method with direct measure-
ments; (ii) an improved Sheikh-Bagheri and Rogers method that in-
cludes a MC simulation of the detector response; and (iii) mathematical
reconstruction methods.

The brief review of experimental works done before 2005 can be
found in the Bush’s et al. study [6]. Later in 2009, Scott et al. [7]
performed MC modeling to quantify the effect of the electron focal spot
size on the source occlusion and output factors and as a matter of
principle stated that there is an absence of experimental methods for
determining incident electron beam properties. Currently, there still
remains a noticeable lack of corresponding experimental works on
modern linacs.

The method proposed by Sheikh-Bagheri and Rogers can also be
improved and applied for the MC simulations of small fields. Following
the formalism for the small-field dosimetry introduced by Alfonso et al.
[2], the proper MC modeling of a linear accelerator in conjunction with
the modeling of a detector response can provide detector-specific cor-
rection factors. Exemplary studies were performed by Cranmer-Sar-
gison et al. [8] and by Francescon et al. [9] for several detectors. The
adjustment between the measured and simulated penumbra was made
by searching for an appropriate value of the full width half-maximum
(FWHM) of the electron source assuming a circular Gaussian shape in
Cranmer-Sargison’s work and a Gaussian elliptical shape in Frances-
con’s work. One should note that the fine tuning search of the source
parameters was not algorithmic and remained trial and error. Ad-
ditionally, in both works, the measurements were performed in water,
while it was demonstrated previously that the measurements of in-air
profiles were more sensitive to the energy and spot size of the electron
incident beam impacting the bremsstrahlung target due to in-phantom
electron scattering [4,10].

A mathematical reconstruction approach was firstly applied by Bush
et al. [6]. The electron source was subdivided into annular regions with
unknown weight factors. The search of weight factors was algorithmic
and the adjustment was made between a measured and a MC simulated
diagonal profile excluding penumbra regions. The authors estimated an
optimal FWHM of the electron source with an uncertainty of 0.01 mm.
Again, the measurements were performed in water, the radial symmetry
of the electron source shape was assumed and the detector was not
considered in the MC simulation. Moreover, the proposed method was
not benchmarked against a MC simulation with known electron in-
tensity distributions.

The most recent work for an electron source reconstruction was
published by Papaconstadopoulos et al. [11], who proposed using the
maximum-likelihood expectation-maximization (MLEM) algorithm.
The MLEM algorithm iteratively produced ray-traces photons from the
source plane to the exit plane and extracted corrections based on
photon fluence profile measurements. The photon fluence profiles were
determined by film measurements in air for the smallest field. The
authors benchmarked this method against MC simulations and postu-
lated a 0.12 mm (FWHM) reconstruction accuracy of the incident
electron source.

The aim of this study was to present an approach for the incident
electron source reconstruction that (i) uses two-dimensional profiles of
a small field measured in-air; (ii) includes a detector in the MC simu-
lation; (iii) utilizes an algorithmic search for the electron source dis-
tribution of an arbitrary shape; and (iv) is benchmarked against MC

simulations. The approach should support the selection of electron
beam intensity distribution in the MC simulations aimed at modeling
small fields and determining the detector-specific output factor cor-
rections.

2. Materials and methods

2.1. Measurements

The Elekta VersaHD (Elekta AB, Sweden) linear accelerator
equipped with the Agility MLC was used in this study. The in-air
measurements were performed in a water phantom (MP3, PTW,
Freiburg, Germany) using a stereotactic field diode (SFD; IBA
Dosimetry, Schwarzenbruck, Germany) for a 6 MV 1 × 1 cm2 photon
field in flattening filter-free (FFF) mode at a source-to-detector distance
of 100 cm. The measured data were obtained in the form of a 2D array
in which each value corresponded to an in-air measurement in a certain
position of the SFD, repeated 3 times and averaged. The 2D array di-
mensions were −11.4 mm to +11.4 mm in steps of 1.9 mm that pro-
vided 169 measurement points. The scheme of the SFD positions during
the measurements is illustrated in Fig. 1.

2.2. Monte Carlo model

The BEAMnrc code package was used for MC purposes. The model
for the Agility treatment head of the Elekta VersaHD linear accelerator
was created and described in detail in our previous work [12]. Other
detailed information regarding MC simulation parameters and linear
accelerator model can be found in the Appendix A.

2.3. Leaf/Jaw positioning

In MC simulations, it is regular practice that multileaf collimator
(MLC) and jaw positions undergo additional fine tuning to achieve
better agreement with the field size (which is defined as the width at
the 50% dose level) between the measured and simulated beams.
However, we have to pay attention to the fact that the 50% dose level

Fig. 1. Scheme of the SFD positions. Squares – positions of the SFD silicon chips
during MC simulations. Circles – approximate positions of the center of the SFD
detector during the measurements. All positions are placed equidistantly be-
ginning from the center of the a 1 × 1 cm2 field.
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position itself depends on the electron source parameters, particularly
for small fields. This fact means that the leaves/jaws positions need to
be defined independently from the electron source parameters. In our
study, we used the following methodology. First, the size of the radia-
tion field was obtained from linac’s software where it was defined fol-
lowing the VersaHD leaves/jaws automatic calibration procedure uti-
lizing electronic portal imager device (EPID). Then, the manufacturer
data, representing the relation between the radiation field size at the
isocenter plane and the corresponding physical leaf/jaw tip position,
were utilized for the exact leaf/jaw positioning in the MC simulation.

2.4. Modeling of the SFD detector

Based on the work of Cranmer-Sargison et al. [13], the SFD diode
can be approximated as a silicon chip. In all simulations, the silicon
chip with dimensions of 0.95 × 0.95 × 0.5 mm3 in the x, y and z
directions was placed in a number of predefined positions and irra-
diated by the 1 × 1 cm2 field. The positions of the SFD detector during
all simulations were exactly the same as during measurements and are
illustrated in Fig. 1. Thus, the MC calculated data were also obtained in
the form of a 2D array (in coincidence with the in-air measured 2D
array), with each value corresponding to the dose calculated in the si-
licon chip in a certain position.

2.5. Modeling of the subsources

The possibility of the representation of an electron source as a
weighted sum of its subsources was demonstrated by Bush et al. [6]. In
our study, we divided an electron target area of 4.8 × 4.8 mm2 into a
number of square elements of two sizes: 0.2 × 0.2 mm2 (in the center
region) and 0.4 × 0.4 mm2 (in the peripheral region). Then, each
element was treated as an independent electron subsource character-
ized by certain (x,y) coordinates on the target surface, with a uniform
spatial intensity distribution and energy distribution described in
Section II.B.1. Since the linac geometry has two axes of symmetry, it
was sufficient to simulate only one quarter of the subsources, including
the subsources on the x- and y-axes, as illustrated in Fig. 2.

2.6. Source reconstruction, benchmarking and fitting

Once the simulated doses from each subsource were obtained, the
reconstruction of the electron source intensity distribution was per-
formed. The reconstruction was based on the search of the subsource
weight factors minimizing the least-square cost-function:

=CostFunction (A A ) ,
V

v
meas

v
MC 2

where Av
meas is the dose at position V in the isocenter plane of the 2D

array of the measured doses and Av
MC is the dose at the same position V

in the 2D array of the MC calculated doses. In turn, Av
MCwas defined as a

weighted sum of the MC calculated doses in position V:

=A W(x, y)·A (x, y),v
MC

(x,y)
v
MC

where W(x,y) is a weight factor for a subsource in the position (x,y) on
the target surface and A (x, y)v

MC is a MC calculated dose from this (x,y)
subsource.

The cost function minimization was performed using a genetic al-
gorithm (GA) with 333 variables (number of sub-sources), uniform in-
itial population (weight-factors of the sub-sources) and rank scaling
function. After the GA optimization finished and the weight factor
matrix was obtained (repeated 10 times and averaged), a curve fitting
procedure was applied to find a 2D interpolating function describing
the electron source intensity distribution.

To benchmark the proposed technique, the whole procedure was
applied for the case of measured doses being replaced with MC

calculated doses obtained from the known electron source distribution.
For benchmarking, the source intensity distributions were assumed to
be either circular Gaussian with FWHM of 0.10 cm, 0.15 cm and
0.20 cm or elliptical Gaussian with the same as in our previous work
parameters: FWHMx = 0.10 cm, FWHMy = 0.20 cm. It was reasonable
to check the algorithm performance for these electron source para-
meters since we expected their proximity to the corresponding values of
the real intensity distribution.

3. Results

The cross-plane and in-plane dose profiles from the measured in-air
2D dose array are presented in Fig. 3. The cross-plane and in-plane dose
profiles from the MC simulated 2D dose array calculated in-air for the
electron source distribution with FWHMx = 0.10 cm and
FWHMy = 0.20 cm are also presented in Fig. 3 in order to demonstrate
that such source parameters do not provide a sufficient agreement with
the measured data. The same MC simulated 2D dose array was used to
benchmark the performance of the proposed procedure to reconstruct
the electron source intensity distribution. The weight factor matrix was
successfully optimized and was fit to circular Gaussian sources (Eq.
(B.1)) yielding FWHM of 0.11 cm, 0.16 and 0.21 cm and to the elliptical
Gaussian source (Eq. (B.2)) yielding FWHMx = 0.11 cm and
FWHMy = 0.21 cm (RMSE = 1.9%). Based on the achieved accuracy of
the source distribution reconstructions, the benchmarking was con-
sidered successful.

After benchmarking, the whole procedure was applied to optimize
the weight factor matrix of the electron source intensity based on the
measured in-air 2D dose array. Then, the fit was performed with the
two-dimensional elliptical Gaussian function (Eq. (B.2)):
FWHMx = 0.10 cm, FWHMy = 0.16 cm, and root-mean-square error
(RMSE) 6.1%. Since the goodness of curve fit was not sufficiently ac-
curate, the fitting process was continued. A much better fit was ob-
tained for the two-dimensional elliptical double Gaussian function (Eq.
(B.3)): A = 0.81, B = 0.53, FWHMx1 = 0.27 cm, FWHMx2 = 0.08 cm,

Fig. 2. Scheme of the target surface divided into subsources. The smaller
squares are 0.2 × 0.2 mm2, and the larger squares are 0.4 × 0.4 mm2. The
circle line represents the border of the high-Z alloy of the target insert, which
serves to improve the photon production. Since a linear accelerator has two
axes of symmetry, it is sufficient to model only one quarter of subsources, as
demonstrated in the figure.
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FWHMy1 = 0.24 cm, FWHMy2 = 0.06, and RMSE = 2.7%.
The reconstructed weight factor matrix of the electron source in-

tensity distribution is presented in Fig. 4 in the form of a grayscale heat
map which visually demonstrates that the source has two axes of
symmetry and long low-intensity tails. The reconstructed matrix is
shown as a 3D point distribution in Fig. 5 (upper) and intensity profiles
along the x and y axes with the fitting curves from Eq. (2) in Fig. 5
(lower) where the perfect fit of the elliptical double Gaussian can be
observed.

4. Discussion

In the current study, we proposed a new method for the re-
construction of the electron source intensity distribution. The method
includes in-air dose profile measurements, MC modeling of the linear
accelerator and the SFD detector, and source reconstruction using op-
timization search with a genetic algorithm. An optimization search was
performed without any assumptions about the electron source intensity
distribution. Additionally, the algorithm performance was bench-
marked against MC simulations with a known source distribution. The
reconstruction was applied for the Elekta VersaHD linac, for which the
electron source distribution was evaluated for the first time. Since
small-field dosimetry is usually associated with SRS treatments that are
delivered with the high-dose-rate FFF mode, the work was performed
for a 6 MV FFF beam. There is no fundamental obstacle to applying the
same procedure for other energies or modalities. The proposed method
is general and allows reconstruction of the electron source distribution
of any arbitrarily form for any linear accelerator.

Through the benchmark process, it was demonstrated that the re-
constructed FWHM of the electron source overestimated the expected
FWHM by approximately 0.01 cm in both the x- and y-axis directions.
Most likely, this can be explained by the electron beam blurring oc-
curring in the target. This observation agrees with the work performed
by Sterpin et al. [14], which describes a broadening of the electron
beam up to 0.04 mm for a similar incident energy within 0.13 mm of
the target. The same effect was observed and discussed by Papacon-
stadopoulos et al. [11]. In fact, this demonstrates that the proposed
algorithm reconstructs a shape that is closer to the X-ray focal spot
distribution instead of the electron source distribution.

The double-Gaussian character of the electron source intensity has
been observed and reported previously. In the work performed by Chen
et al. [15], the authors used a slit-collimator method to experimentally
obtain the X-ray source intensity distribution of the TomoTherapy
system. They found that the source consisted of one Gaussian with a
0.075 cm FWHM and 72% peak amplitude and a second Gaussian with
0.227 cm FWHM and 28% peak amplitude. These values are rather
similar to the corresponding parameters that were found in our work.
We must emphasize that this two-component distribution should not be
mistaken as the “focal” and “extrafocal” components of the X-ray ra-
diation. The term “extrafocal” radiation is related to the fraction of the
X-ray radiation reaching the measurement plane as a result of scattering
processes in the linac’s head and is therefore characterized by a low
intensity and broad distribution. A perfect illustration of such ob-
servations can be found in the work performed by Sham et al. [5]. The
physical nature of the double-Gaussian distribution of the electron
source remains unclear. This can most likely be explained by the elec-
tron cloud diffusion during beam travelling along the linac bending
magnets.

Based on Chen et al. [15] study, Doerner et al. [16] performed their
work to check the influence of the double-Gaussian source model on
small-field dosimetry. For this purpose, the authors implemented the
model into the BEAMnrc code and proved that it provided better
agreement between the MC simulation and the measurements (via the
Siemens PRIMUS linac). They found that the source model produced
the largest influence on the relation between the calculated output
factor and field size due to the occlusion effect. This emphasizes the
importance of the correct source model utilized in the TPS, especially
during SRS treatment planning.

We minimized the random experimental uncertainties by measure-
ment repetitions, while the optimization uncertainties were minimized
by multiple optimization runs. However, the accuracy of the source
reconstruction includes other uncertainties that could not be fully
eliminated. For example, bremsstrahlung X-ray production is very
sensitive to the target material composition and its thickness. The
second example is the limitation in the leaf/jaw positioning accuracy.
Therefore, the final GA optimization results include the measurement

Fig. 3. The in-air measured (empty triangles – cross-plane, empty squares – in-
plane) and simulated (filled triangles – cross-plane, filled squares – in-plane)
doses; the MC simulated doses were calculated from the electron source dis-
tribution with FWHMx = 0.10 cm and FWHMy = 0.20 cm. Lines show relative
local difference between the simulated dose and the measured dose (solid line –
cross-plane, dotted line – in-plane).

Fig. 4. Grayscale image of the reconstructed electron source intensity dis-
tribution.

E. Borzov, et al. Physics and Imaging in Radiation Oncology 12 (2019) 67–73

70



Fig. 5. The optimized electron intensity 3D curve (upper) and profiles along the x- and y-axis (lower) of the optimized electron source intensity distribution. The
triangles (circles) are optimized weight factors along the × (y) axis; the solid (dotted) line is the fitted curve based on the two-dimensional double Gaussian function
(Eq. (2)).
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uncertainties mentioned above as well as the MC statistical calculation
uncertainties. Finally, we can estimate the accuracy of the proposed
method to be approximately 0.01 cm for the FWHM resulting from the
benchmarking process.

During this study, an experimental work dedicated to the definition
of the X-ray beam spot parameters was published by Jeung et al. [17].
The authors measured an “X-ray beam spot (where the electron beam
strikes the target)” for Varian linear accelerator using self-made a dual-
edge apparatus attached to the linac’s head and the electronic portal
imaging device. The achieved distribution was successfully fit to a two-
dimensional elliptical single Gaussian with FWHMs of about 1.6 mm. At
the same time, in the recently published work by Papaconstadopoulos
et al. [18] the reconstructed source distribution for the same linac
model presented systematic deviations from a simple Gaussian dis-
tribution, mostly in the lower tail region, and double Gaussian func-
tional form improved modeling the source in this region. These ob-
servations are in good agreement with the results of our study.

The electron source parameters obtained by different authors for
various machines are quite straggled. Some difficulties are still present
when trying to distinguish between the electron source size and the

focal spot size and in the definition (the origin and the magnitude) of
the so-called ‘extrafocal radiation’. The authors suggest that the ex-
perimental definition of the electron source size of the Elekta Versa HD
linac would add confidence to the results observed in the current study.

In conclusion, we proposed a new method for the reconstruction of
the incident electron source intensity distribution for a clinical linear
accelerator without any assumptions regarding the character of its
distribution. The method utilizes a number of MC simulations that in-
clude SFD modeling and a simple experimental setup. The optimization
was performed using a genetic algorithm that showed good perfor-
mance for this task. The obtained results demonstrated an elliptical
double Gaussian intensity distribution of the incident electron source.
We anticipate that the proposed method has universal applications in-
dependent of the type of linear accelerator, modality or energy.
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Appendix A

The Monte Carlo parameters and Linear Accelerator Model

The BEAMnrc code was compiled as a shared library to avoid the use of correlated phase-space file data and large disk space. The transport
parameters of the PCUT, ECUT and boundary crossing algorithm (BCA) were set to 0.010 MeV, 0.700 MeV (0.521 MeV for the in-phantom part) and
EXACT, respectively. The EXACT BCA is an important parameter for the correct particle transport through the collimation components of the linear
accelerator since it defines the shape of the dose profiles in the penumbra region. The bremsstrahlung cross-section enhancement with a splitting
factor of 1000 in the target materials was applied to improve photon production. Directional bremsstrahlung splitting in conjunction with Russian
roulette was applied with parameter selection based on recommendations published by Kawrakow et al. [19]. The number of initial particles in each
simulation was selected so that the dose uncertainty in the silicon chips did not exceed 1% (one standard deviation) for the “out-of-field” chips,
corresponding to approximately to a dose uncertainty of 0.2% (one standard deviation) for “in-field” chips. The model for the Agility treatment head
of the Elekta VersaHD linear accelerator was created and described in detail in our previous work [13]. In that work, the incident electron source
parameters were adjusted following the approach of Sheikh-Bagheri and Rogers [4]. The mean electron energy of the 6 MV FFF beam was found to
be 7.4 MeV with a FWHM of 0.5 MeV. The intensity of the spatial distribution was assumed to have the two-dimensional elliptical Gaussian form. The
values of the FWHM for the cross-plane and in-plane directions (FWHMx and FWHMy) were searched using a 0.05 cm step and were found to be 0.10
cm and 0.20 cm, respectively. The appendices model demonstrated very good agreement with the measured PDD and lateral dose profiles both for
the MLC-based square fields and for the stereotactic conical applicators. However, the accuracy of the small-field corrections of the output factors for
the SFD detector obtained in that work has been questioned since the electron source parameters were found using trial and error with a pre-assumed
spatial distribution.

Appendix B

The Functional Forms used for fitting procedure

The simple circular Gaussian function:

= ( )f x y e( , ) ,
x

FWHMx4·ln 2·
2

(B.1)

The two-dimensional elliptic Gaussian function:

= ( )f x y e e( , ) ·
x

FWHMx
y

FWHMy4·ln 2· 4·ln 2·
2 2

(B.2)

The two-dimensional elliptical double Gaussian function:

= + + +A e A e B e B eF(x, y) · (1 )· · · (1 )· ,ln x
FWHMx ln x

FWHMx
y

FWHMy
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