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ABSTRACT: Spin−orbit coupling (SOC) is an important driving force in
photochemistry. In this work, we develop a perturbative spin−orbit coupling
method within the linear response time-dependent density function theory
framework (TDDFT-SO). A full state interaction scheme, including singlet−
triplet and triplet−triplet coupling, is introduced to describe not only the
coupling between the ground and excited states, but also between excited states
with all couplings between spin microstates. In addition, expressions to compute
spectral oscillator strengths are presented. Scalar relativity is included
variationally using the second-order Douglas-Kroll-Hess Hamiltonian, and the
TDDFT-SO method is validated against variational SOC relativistic methods for
atomic, diatomic, and transition metal complexes to determine the range of
applicability and potential limitations. To demonstrate the robustness of
TDDFT-SO for large-scale chemical systems, the UV−Vis spectrum of
Au25(SR)18− is computed and compared to experiment. Perspectives on the limitation, accuracy, and capability of perturbative
TDDFT-SO are presented via analyses of benchmark calculations. Additionally, an open-source Python software package
(PyTDDFT-SO) is developed and released to interface with the Gaussian 16 quantum chemistry software package to perform this
calculation.
KEYWORDS: spin−orbit coupling, TDDFT, fine-structure splitting, Breit-Pauli Hamiltonian, transition metal complex

1. INTRODUCTION
Spin−orbit coupling (SOC) is a cornerstone of modern
chemistry, responsible for important photochemical phenom-
ena such as intersystem crossing,1,2 relativistic spectroscopies
(for example, L-edge X-ray absorption,3 magnetic circular
dichroism4), and fine-structure splitting.5 Taking advantage of
spin-forbidden processes allowed by SOC has contributed to
recent advances throughout chemistry and materials science,
especially in LED6 and solar cell technology.7,8 With growing
popularity in exploring spin-forbidden processes and the
ubiquity of nonmain group elements in modern chemistry,
there is demand for an efficient SOC method suitable for
atomically diverse and large systems.
The time-dependent density functional theory (TDDFT)

has been the modern day workhorse for computational
photochemistry,9,10 thanks to the balance between its
predictive power and low computational scaling with respect
to the system size. There are two types of approaches to
include SOC in TDDFT: variational and perturbative. The
state-of-the-art variational method that includes SOC in
TDDFT employs the Dirac Hamiltonian and a four- or two-
component spinor basis.5,11,12 Two-component approxima-

tions to the four-component Dirac Hamiltonian such as the
exact two-component (X2C)5,13−25 Hamiltonian has been
successful in reproducing experimental results while staying
affordable for small systems.3,26,27 Although variational
relativistic methods are the most complete theoretical
treatment of SOC in TDDFT so far, there are challenges
that make such an approach less practical for large chemical
systems, including the requirements of using complex-valued
arithmetic, noncollinear functional forms,28 and eigensolvers
that are effective for a dense manifold of excited states.
In the perturbative approach, the zeroth-order wave function

is first variationally determined in the absence of SOC and
then SOC is introduced via state interaction to couple states of
interest.29−43 The validity of the perturbative approach
depends on the SOC term of the Hamiltonian being much
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smaller than the excitation energies of the scalar relativistic
terms. As high-orders of perturbations are included or as the
expansion space increases toward the full CI limit, the
perturbative inclusion of SOC should converge to the
variational limit. Compared to variational methods, perturba-
tive approaches have some unique advantages, including using
one-component real-valued wave functions and hence lower
computational cost and less issues with self-consistent-field
convergence, as well as identification of spin eigenfunctions in
orbital analysis.
State interaction has been successfully adapted for linear

response TDDFT through approximate mapping from
TDDFT solutions to CIS wave functions,34,44−48 with a
practical Python module developed by Gao et al.49 However,
the limitation and applicability of perturbative spin−orbit
approach is not well-known in the community. In this work, we
introduce a complete state interaction TDDFT approach to
include the SOC effect. The goal is to develop a perturbative
TDDFT-SO method that is able to describe couplings between
singlet and triplet, as well as between triplet and triplet states
for both the ground and excited states. In addition, we
explicitly couple spin microstates (for example, S = 1,MS = −1,
0, +1) in order to account for anisotropic spin−orbit effects in
the full state interaction picture. State-to-state oscillator
strengths are also evaluated in the TDDFT-SO framework.
The method was implemented in a development version of the
Gaussian software package,50 but is accompanied by an open-
source Python module (PyTDDFT-SO)51 that takes Gaussian
16 TDDFT results as input and performs the complete state
interaction illustrated in this work.
An extensive benchmark analysis is carried out and

compared to variational relativistic X2C-TDDFT results5 to
test the range of applicability of the perturbative TDDFT-SO
method. Through this work, we provide the scientific
community a practical tool for simulating spin−orbit driven
photochemistry and a set of general theoretical guidance on
the limitation and applicability of the perturbative spin−orbit
approach.

2. METHODOLOGY

2.1. Linear Response Time-Dependent Density Functional
Theory
The matrix equation of the linear response time-dependent
density functional theory can be written as a non-Hermitian
eigenvalue problem:9,10,52
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where ωI is the excitation energy for the I-th excited state. The
I-th column of X and Y represent particle-hole and hole-
particle excitation amplitudes for the I-th excited state,
respectively.45 The left-most matrix in eq 1, which is related
to the orbital Hessian, is given by

= + | | + | |A E E ia bj c ij ab c ia V bj( ) ( ) ( ) (1 )( )iajb ij ab ia HF HF XC

(3)

= | | + | |B ia jb c ib aj c ia V jb( ) ( ) (1 )( )iajb HF HF XC (4)

where i, j index over occupied orbitals and a, b index over
virtual orbitals. The scaling factor cHF modulates the amount of
Hartree−Fock exact exchange in the DFT functional (cHF = 0
for pure functionals and cHF ∈ (0, 1] for hybrid functionals).
In the state interaction TDDFT with perturbative spin−

orbit, the linear response equation is performed using a
restricted Kohn−Sham reference. Because the restricted
formalism allows the orbital Hessian to be entirely real-valued,
the eigenvalue problem can be reduced to the halved-
dimension form:52

+ =A B A B Z Z( )( ) 2 (5)

= +Z X Y (6)

The excited states are now represented by the columns of Z.
The elements of ZI represent the contribution of a single
orbital excitation toward the I-th excited state. A natural
association between these orbital excitations and singly excited
Slater determinants can be made. Hence, approximate CIS
wave functions can be constructed using Z,44,45
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2.2. State Interaction with Perturbative Spin−Orbit
In state interaction, an effective Hamiltonian (H′) is
constructed by perturbing the zeroth-order Hamiltonian
(H0) with a spin−orbit coupling Hamiltonian (HSO)

= +H H H0 SO (8)

[ ] = | |I H JH IJSO SO (9)

In the case of LR-TDDFT, the zeroth-order Hamiltonian H0 is
the diagonal matrix of excitation energies with the first
diagonal element (ground state) being zero,34,44
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When the spin−orbit coupling is relatively weak compared
to the energy difference between spin states, perturbation
theory can be used to introduce spin−orbit coupling to a
nonrelativistic or spin-free relativistic zeroth-order Hamilto-
nian. Among the most common spin−orbit operators is the
Breit-Pauli spin−orbit operator,53,54
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where ZA is the charge of nucleus A, riA is the distance between
electron i and nucleus A, lî is the orbital angular momentum
operator of electron i, and sî is the spin angular momentum
operator. Note that the angular momentum operators can be
written in terms of the position and momentum operators so
that lîj = rîj × p̂i, for example. These terms capture the
interactions that give rise to the one-electron (the first term in
eq 11) and two-electron spin−orbit couplings (the second
term in eq 11). Since the two-electron spin−orbit contribution
is computationally expensive to evaluate,55,56 previous attempts
at computing spin−orbit matrix elements approximated two-
electron SOC with an effective nuclear charge.31,46,49,57

However, these effective nuclear charges were only defined
for some elements. Here, we use the Boettger factor,58 which is
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available for every element, to approximate two-electron SOC
by scaling the one-electron SOC integrals.
The one-electron SOC Hamiltonian can be written in

second quantized form shown in eq 12
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where ϕpσ, ϕqσ′ are Kohn−Sham orbitals, and apσ
† , aqσ′ are

creation and annihilation operators, respectively. In the
following equations, we dropped the “1e” notation for brevity.
The working expressions can be obtained by partitioning the
Hamiltonian into Cartesian components and applying the spin
angular momentum operators on |ϕqσ′⟩ (see the Supporting
Information, SI, for derivations using Wick’s theorem),
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At this point, the Boettger factor is applied to the hpqk . The
angular-momentum-dependent factor is applied to the integrals
in the atomic orbital (AO) basis,
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where lμ is the orbital angular momentum quantum number of
orbital μ, Zμ is the charge of the nucleus at which orbital μ is
centered, and Q(l) is the number of electrons in all filled shell
with n ≤ l. That is, Q(0) = 0, Q(1) = 2, Q(2) = 10, and so
forth.
In the restricted Kohn−Sham formalism, electronic states

can either be singlets (S = 0; MS = 0) or triplets (S = 1; MS =
−1, 0, +1). When obtaining the analytical expressions for
spin−orbit Hamiltonian matrix elements, the states are treated
as creation and annihilation operators acting on the Kohn−
Sham ground state determinant
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With the electronic states and SOC Hamiltonian clearly
defined, expressions for the SOC matrix elements can be

derived using Wick’s theorem. Here, we only present the final
working expression where excited states and their spin
quantum numbers are written as |IS,MdS

⟩.
The state interaction matrix elements between the closed-

shell ground state |0⟩ and excited states are
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The state interaction matrix elements between excited states
are
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2.3. Oscillator Strength
After diagonalizing the effective Hamiltonian, we obtain states
that include spin−orbit coupling, or spin−orbit adiabatic
states,59 expressed as a linear combination of the unperturbed
states,

| = |I C J
J

IJ
(32)

where C′ is the eigenvector of the effective Hamiltonian. This
representation of spin−orbit adiabatic states allows us to
obtain transition dipole moments between spin−orbit-coupled
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states via transformation of the unperturbed transition dipole
moments,

| | = | |I C Jr r0 0
J

IJ
(33)

| | = | |*I J C C K Lr r
K L

IK JL
, (34)

Oscillator strengths can be computed using the spin−orbit
transition dipole moment (in atomic units) between the
ground state and spin−orbit adiabatic excited states

= | | | |f Ir
2
3

0I I0
2

(35)

and between spin−orbit adiabatic excited states,

= | | | |f I Jr
2
3I J I J

2

(36)

where ωI′ is the eigenvalue of the effective Hamiltonian.

3. BENCHMARK AND DISCUSSION
The state interaction TDDFT-SO method was implemented in
the development version of the Gaussian quantum chemistry
software package.50 An open-source code (PyTDDFT-SO)
that can perform the same algorithm using Gaussian 1660 as
the input is released under the authors GitHub Web site. The
zeroth-order Hamiltonian includes the scalar relativity varia-
tionally in the ground state DFT calculations via the DKH2
transformation. In this benchmark study, atomic fine structure
was compared along with excitation energies of diatomic
molecules and transition metal complexes. The UV−Vis
spectrum of the Au25 nanocluster was also generated by state
interaction TDDFT-SO and compared. Benchmark calcula-
tions are compared to experiments and the variational X2C-
TDDFT approach using the same SOC integrals.5,26,61

3.1. Atomic Fine Structure Splitting
In this section, the performance of TDDFT-SO was assessed
for atomic cases. Fine structure splitting in the 3P and 3D
excited state manifolds were calculated using TDDFT-SO and
plotted against variational X2C-TDDFT results. The inter-
action space chosen for the atomic calculations included the
entire manifold of interest, including both singlet and triplet
states. Additional states beyond the manifold of interest had
negligible effect on the fine structure splitting in the atomic
calculations. For the 1S → 3P excitation, two types of electronic
transitions are considered here: s2 → s1p1 and p6 → p5s1,
plotted in Figure 1 and Figure 2. For the 1S → 3D excitation,
we plot s2 → s1d1 and d10 → d9s1 transitions in Figure 1 and
Figure 2, respectively.
TDDFT-SO is in excellent agreement with X2C-TDDFT for

light elements, but tends to overestimate fine structure splitting
as the atomic number increases. At Z > 56, the number of cases
with an unsigned error greater than 0.10 eV drastically
increased whereas for Z ≤ 56, such errors are only seen for
highly charged species close to Z = 56 (Sb3+, Te4+). This is
understandable as the perturbative spin−orbit treatment
becomes inadequate when the coupling strength is comparable
to the excited state energy gap. Perturbative methods are not
expected to hold up at large perturbations. Unlike the 3P
manifold, errors for in the 3D manifolds mostly stayed below
0.10 eV up to Z > 80. In addition, for the same atom, the error
in fine structure splitting increases as the principal quantum

number increases.34 For example, the TDDFT-SO computed
Tl3+3P2/3P1 and 3P2/3P0 splittings arising from excitation of the
5p shell (Figure 2) only have an error of 2% and 11%
compared to X2C-TDDFT results. In contrast, when the fine
structure splitting is due to the excitation into the 6p shell in
Tl+ (Figure 1), the percent error increases to 60% and 84%,
respectively. This is likely due to the insufficient number of
excited states that is needed to span the spin−orbit operator
for outer orbitals.

Figure 1. Comparison of excited state fine structure splitting
calculated using TDDFT-SO and X2C-TDDFT for various atomic
cases. 1S → 3P and 1S → 3D excitations arising from s2 → s1p1 and s2
→ s1d1 transitions, respectively, are considered. Calculations were
done using the ANO-RCC-VTZP basis set62−66 and the PBE0
functional.67

Figure 2. Comparison of excited state fine structure splitting
calculated using TDDFT-SO and X2C-TDDFT for various atomic
cases. 1S → 3P and 1S → 3D excitations arising from p6 → p5s1 and d10
→ d9s1 transitions, respectively, are considered. Calculations were
done using the ANO-RCC-VDZ basis set62−64,66 and the PBE0
functional.67
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Although the spin−orbit operator does not depend on the
choice of DFT functional, the quality of the state interaction
TDDFT-SO relies on the quality of the zeroth-order closed-
shell TDDFT reference. For example, results for the Yb
3D1/3D3 splitting in Figure 1 significantly improved when the
BHandH functional68 was used. Shown in Table 1 are the

statistics of TDDFT-SO errors for various functionals. Error is
defined as the difference in fine-structure splitting between
TDDFT-SO and variational X2C-TDDFT calculations. The
computed excitation energies are presented in the SI. For Z >
56, starting from the Ln series, all functionals exhibit a
significant increase in error, although B3LYP performs slightly
better than the other functionals tested, for these heavier
elements. This study suggests that perturbative TDDFT-SO is
generally reliable for predicting atomic fine structures for
elements lighter than the Ln series, but one should be cautious
for species with large atomic numbers.
3.2. Diatomic Molecules
This section assesses the performance of TDDFT-SO on
diatomic molecules and the dependence on the size of state
interaction space. The equilibrium bond lengths of Cu2, GaBr,
and GaI were obtained from experimental data recorded in the
NIST Webbook.69 Ag2 and Au2 bond lengths were optimized
using the relativistic CRENBL effective core potential and its
corresponding basis set.66,70,71 All TDDFT calculations were
performed using the ANO-RCC-VDZP basis set63,64,66 and the
PBE0 hybrid functional.67 Five different sizes of state
interaction space (N = 5, 10, 15, 20, 50) were used with
TDDFT-SO. For a closed-shell ground state, the TDDFT-SO
calculation solves for N singlet and N triplet states, resulting in
an interaction space of 4N + 1 states, including the ground
state and each triplet microstate.
Table 2 tabulates the statistics of TDDFT-SO errors for

excited state energy calculations of diatomic molecules. Error is
defined as the difference in calculated excitation energy
between TDDFT-SO and variational X2C-TDDFT. The
computed excitation energies are presented in the SI. Table
2 shows that TDDFT-SO results are in good agreement with
X2C-TDDFT even with the smallest interaction space N = 5.

The agreement deteriorates with increasing Z. For Au2 (Z =
79) with N = 5, we observed a mean-average-error of ∼0.1 eV.
Errors in TDDFT-SO calculated excitation energies can be
improved with a larger interaction space. As the interaction
space increases, the spin−orbit operator is more accurately
represented in the expansion of zeroth-order eigenstates. In the
limit of infinite order response theory (equivalent to the full CI
limit), it should converge to the exact solution. Table 2 shows
that as the interaction space increases, the standard deviation
of TDDFT-SO errors decreases. With N = 50 (201 states),
TDDFT-SO errors are only at the meV level for most diatomic
molecules studied here.
Readers should note that all microstates (S = 1, MS = −1, 0,

+1) that belong to a same triplet manifold must be included in
the interaction space. Failing to do so will cause unphysical
degeneracy and Kramers’ symmetry breaking.
3.3. Transition Metal Complexes
In this section, we further assess the performance of TDDFT-
SO by applying the method to transition metal complexes.
High symmetry complexes, consisting of late-row transition
metals (Mo, W, Pd, Ru, and Os), were chosen to showcase the
interplay between spin−orbit coupling and the ligand field. All
geometries were optimized using the PBE0 hybrid functional67

with the CRENBL effective core potential66,70,71 and its
corresponding basis set. The TDDFT calculations were
performed using the PBE0 hybrid functional with the
relativistically optimized double-ζ Sapporo-2012 basis set
including diffuse functions66,72,73 for metal centers and the
nonrelativistic Pople 6-311G(d,p) basis sets66,74−76 for ligands.
The computed excitation energies of the lowest several

excited states for each transition metal complex are presented
in the SI. Table 3 shows the statistics of errors defined as the
difference in excitation energy between TDDFT-SO and X2C-
TDDFT. The results are consistent with those obtained for

Table 1. Error of TDDFT-SO Atomic Fine Structure
Splitting (in eV) Using Different DFT Functionalsa

mean AE max AE std dev

B3LYP
Z ≤ 56 0.0270 0.3627 0.0651
Z > 56 0.1798 1.6568 0.3382
BHandH
Z ≤ 56 0.0300 0.3306 0.0606
Z > 56 0.2724 2.5637 0.5595
PBE
Z ≤ 56 0.0284 0.3811 0.0652
Z > 56 0.3727 2.4210 0.6526
PBE0
Z ≤ 56 0.0289 0.3261 0.0605
Z > 56 0.2581 2.4842 0.5171
SVWN
Z ≤ 56 0.0266 0.4043 0.0639
Z > 56 0.2813 1.6460 0.4281

aAbsolute error (AE) is defined to be the unsigned error of the
TDDFT-SO result compared to X2C-TDDFT.

Table 2. Error of TDDFT-SO Excitation Energies (in eV) of
Diatomic Molecules Using Various Interaction Spacesa

interaction space

N = 5 N = 10 N = 15 N = 20 N = 50

Cu2
mean AE 0.0282 0.0048 0.0048 0.0047 0.0047
max AE 0.1411 0.0106 0.0106 0.0107 0.0108
std dev 0.0441 0.0035 0.0037 0.0037 0.0038
Ag2
mean AE 0.0195 0.0137 0.0105 0.0113 0.0120
max AE 0.0536 0.0536 0.0195 0.0202 0.0218
std dev 0.0184 0.0160 0.0070 0.0072 0.0075
Au2
mean AE 0.1280 0.1098 0.1339 0.1464 0.1586
max AE 0.5142 0.1510 0.1644 0.1814 0.1957
std dev 0.1510 0.0473 0.0266 0.0269 0.0330
GaBr
mean AE 0.0114 0.0058 0.0062 0.0064 0.0069
max AE 0.0904 0.0200 0.0225 0.0225 0.0233
std dev 0.0297 0.0072 0.0077 0.0077 0.0079
GaI
mean AE 0.0464 0.0384 0.0392 0.0396 0.0419
max AE 0.2248 0.0702 0.0705 0.0707 0.0746
std dev 0.0708 0.0221 0.0223 0.0224 0.0229

aAbsolute error (AE) is defined to be the unsigned error of the
TDDFT-SO result compared to X2C-TDDFT.
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atomic and diatomic species with the sixth-row elements, W (Z
= 74) and Os (Z = 76), exhibiting relatively large yet
acceptable errors (less than 0.1 eV) compared to the
variational X2C-TDDFT calculations.
The TDDFT-SO errors shown in transition metal complexes

are smaller than those for diatomic molecules. In transition
metal complexes with light-element ligands, the metal center is
the main contributor of the spin−orbit coupling. In contrast,
the diatomic molecules presented in Table 2 include two
elements having significant spin−orbit characters, resulting in
many strongly coupled states. As a result, for a similar size of
interaction space, TDDFT-SO has a smaller error for transition
metal complexes with a single main spin−orbit center than
diatomic molecules with two spin−orbit centers.
3.4. UV−Vis Spectrum of Au25(SH)18

−

As a low-scaling method, the state interaction TDDFT-SO
method is uniquely suited for studying large scale systems,
such as metal nanoclusters. Figure 3 compares perturbative

TDDFT-SO spectrum of a Au25 cluster with variational two-
component TDDFT (2c-TDDFT) where scalar relativity and
spin−orbit coupling were captured through the CRENBL
effective core potential.70,71,77−79 The nonrelativistic TDDFT
(no SOC term) spectrum is also included for comparison. All
electrons were treated explicitly in the TDDFT-SO calculation
using the DKH-optimized triple-ζ Jorge basis set with
polarization functions for the Au atoms66,80 and the non-
relativistic Pople 6-31G(d,p)66,75,81 and 6-31G basis sets66,82

for S and H atoms, respectively. The PBE0 hybrid functional67

was used in both the TDDFT-SO and two-component
TDDFT calculations. Although the experimental spectrum83

was obtained using Au25(SPET)18− , whereas the computed
spectra used the model system Au25(SH)18− , it is known in the
literature that the choice of ligands minimally affects the
fingerprint band.84

Because they possess a large number of degrees of freedom,
Jahn−Teller distortion causes most nanoclusters with an even
number of electrons to have a closed-shell ground state.85 A
study by Jiang et al. showed that spin−orbit coupling plays a
large role in Au25(SR)18− nanocluster valence excitations.86Fig-
Figure 3 shows that the splitting of the “fingerprint” absorption
band at 1.60−2.00 eV was due to spin−orbit coupling. This
splitting is clearly absent in the nonrelativistic TDDFT
calculation. The TDDFT-SO spectrum compared remarkably,
in both relative peak position and intensity, to results from
experiment and 2c-TDDFT.
3.5. Partial Failure of State Interaction TDDFT-SO

As in all perturbative spin−orbit coupling treatment, when the
spin−orbit strength is comparable in magnitude to ligand field
or other electron−electron repulsion effects, the state
interaction picture becomes inadequate. This failure is
particularly acute when the interaction space is small and
when the excitation is only limited to the first order. Figure 4
shows the molecular orbital and state energy diagrams of
PtCl62−. The energy difference between the spin-free t2g (Pt-d)
and t1g (Cl-p) orbitals in this case is computed to be ∼0.09 eV.
The spin−orbit coupling (∼0.39 eV) for the t2g manifold splits
the t2g manifold into two groups with two levels higher in
energy than t1g. Electronic excitations from the occupied
orbitals to the unoccupied space in TDDFT gives rise to the
state energy diagram (right side of Figure 4) which is labeled
with double group notations. These are energy ordering
expected from a variational X2C-TDDFT calculation.
Table 4 shows the TDDFT-SO computed ordering of

excited states in PtCl62− compared to variational X2C-TDDFT
results. It is evident that the TDDFT-SO incorrectly predicted
the ordering of excited states. It is understandable that
TDDFT-SO will have difficulty in resolving small (<20 meV)
energy difference (for example, A2g vs 3T2g) given the statistics
of errors presented in the previous section. However, we also
observed an incorrect ordering for states with a large gap (A1g
vs Eg in Table 4) This error, however, cannot be reconciled by
simply increasing the interaction space. Accurately capturing
spin−orbit coupling in TDDFT-SO may require constructing
the effective Hamiltonian in an interaction space closer to the
infinite-order response theory limit since linear response
TDDFT can only provide a full CIS equivalent interaction
space. Strong spin−orbit coupling will still require excitation
operators beyond singles.

Table 3. Error of TDDFT-SO Excitation Energies (in eV) of
Transition Metal Complexes Using Various Interaction
Spacesa

interaction space

N = 6 N = 10 N = 15 N = 20 N = 60

Mo(CO)6
mean AE 0.0099 0.0027 0.0027 0.0027 0.0027
max AE 0.0368 0.0068 0.0070 0.0070 0.0070
std dev 0.0120 0.0021 0.0022 0.0022 0.0022
W(CO)6
mean AE 0.0101 0.0171 0.0182 0.0187 0.0188
max AE 0.0399 0.0293 0.0299 0.0299 0.0300
std dev 0.0130 0.0070 0.0074 0.0071 0.0071
PdCl62−

mean AE 0.0042 0.0031 0.0014 0.0013 0.0023
max AE 0.0074 0.0052 0.0031 0.0032 0.0055
std dev 0.0023 0.0017 0.0011 0.0011 0.0016
RuO4

mean AE 0.0087 0.0086 0.0084 0.0077 0.0078
max AE 0.0163 0.0159 0.0150 0.0130 0.0130
std dev 0.0064 0.0063 0.0056 0.0054 0.0045
OsO4

mean AE 0.0692 0.0665 0.0540 0.0425 0.0286
max AE 0.0968 0.0948 0.0885 0.0649 0.0600
std dev 0.0234 0.0239 0.0262 0.0218 0.0232

aAbsolute error (AE) is defined to be the unsigned error of the
TDDFT-SO result compared to X2C-TDDFT.

Figure 3. UV−Vis spectrum of Au25(SR)18− . Computed spectra are
shifted, broadened, and normalized to align with the large peak at 1.90
eV. Excited states from TDDFT-SO are indicated by blue sticks,
where the height is scaled by the oscillator strength. The full-width
half-max was set to 0.07 eV. Experimental spectrum reproduced from
ref 83. Copyright 2011 American Chemical Society.
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4. CONCLUSIONS AND PERSPECTIVE
TDDFT-SO, a perturbative SOC method for TDDFT, was
developed within the state interaction framework. Scalar
relativity was included variationally in the restricted Kohn−
Sham reference. The TDDFT excited states are used as the
zeroth-order wave function with one-electron spin−orbit
operator in the TDDFT-SO formalism. Analytical expressions
are presented to compute the spin−orbit coupled Hamiltonian
matrix with zeroth-order wave function being spin microstates
from a linear response TDDFT calculation. Two-electron SOC
was approximated using the Boettger factor. Expressions to
compute oscillator strengths between spin−orbit adiabatic
states are also presented. In addition to the implementation in
the development version of the Gaussian software package, an
open-source Python code (PyTDDFT-SO) was developed to
interface with Gaussian 16 to perform this method.
TDDFT-SO was tested against X2C-TDDFT for atoms,

diatomic molecules, and transition metal complexes. TDDFT-
SO results for atomic fine structure splitting agreed very well
overall with X2C-TDDFT for light elements, but the
performance deteriorates toward late-row elements as ex-
pected. Studies of diatomic molecules and transition metal

complexes show that the accuracy of the TDDFT-SO approach
can be improved by increasing the size of the interaction space.
The motivation for this work was to increase the accessibility

of SOC methods in TDDFT for large systems. TDDFT-SO
was able to produce the UV−Vis spectrum of the Au25(SR)18−

nanocluster. The spectrum generated by TDDFT-SO is nearly
identical to the X2C-TDDFT result and is in good agreement
with experiment. While the method is widely applicable to
most spin−orbit-driven chemical processes in light elements,
the benchmark case of PtCl62− exemplifies the limitation of the
state interaction TDDFT-SO when the spin−orbit strength is
stronger than the energy splitting as TDDFT-SO incorrectly
predicted the ordering of excited states. Caution must be taken
when applying the TDDFT-SO approach to late-row elements:

• Perturbative TDDFT-SO generally performs well for
light element Z ≤ 56. Starting from the Ln series,
TDDFT-SO error increases significantly, although
increasing the interaction space size can aid reducing
the error.

• Readers should note that all microstates (S = 1, MS =
−1, 0, +1) that belong to a same triplet manifold must
be included in the interaction space. Failing to do so will
cause degeneracy and Kramers’ symmetry breaking.

• When the molecular system include multiple spin−orbit
centers, a large interaction space is needed to produce
satisfactory result using TDDFT-SO.

• The TDDFT-SO approach requires a closed-shell
ground state reference. This is because the analytical
expressions for perturbative spin−orbit operators are
defined in the spin eigenspace. When the ground state is
of an open-shell character, variational relativistic
TDDFT methods5,26,61,88 should be used.

The TDDFT-SO approach developed here also works with
interior spin-free states using the energy-specific algo-
rithm.89−91 In principle, the algorithm also works with
effective-core-potentials (ECP), provided that the ECP is
parametrized and calibrated for use with perturbative spin−
orbit coupling, which requires an accurate description of the
valence orbitals close to the nucleus. These important topics
will be future investigations.
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Figure 4. Left: Molecular orbital (MO) diagram of PtCl62−. Each level is a single spin−orbital, with electrons represented by vertical bars. The MO
diagram without SOC was obtained from the restricted Kohn−Sham reference used in TDDFT-SO. The MO diagram with SOC was obtained
from the X2C Kohn−Sham reference used in X2C-TDDFT. Right: State diagram of PtCl62−. Each state is described by its irreducible representation
in G × SU(2), where G is the spatial symmetry group of the molecule.

Table 4. Comparison between Excitation Energies of PtCl62−

Calculated Using X2C-TDDFT and TDDFT-SO with an
Interaction Space of N Singlet and N Triplet Spin-Free
Statesa

state TDDFT-SO
X2C-
TDDFT

N = 6 N = 10 N = 15 N = 20 N = 60

Eg 1.8010 1.7851 1.7835 1.7835 1.7624 1.8648
T2g 1.8697 1.8584 1.8573 1.8574 1.8334 1.9492
T1g 1.9167 1.9015 1.9006 1.9006 1.8780 1.9691
T1g 2.3104 2.3096 2.3082 2.3082 2.2640 2.3607
A2g 2.3867 2.3542 2.3590 2.3590 2.3358 2.3646
T2g 2.3727 2.3565 2.3572 2.3573 2.3261 2.4046
A1g 2.5220 2.5131 2.4966 2.4966 2.4630 2.4051
Eg 2.3552 2.3578 2.3513 2.3513 2.3180 2.4121
T1g 2.5832 2.5630 2.5627 2.5627 2.5232 2.5824

aEach state is described by its irreducible representation in G ×
SU(2), where G is the spatial symmetry group of the molecule. States
with large singlet-triplet mixing is written as a direct sum of the singlet
and triplet irreducible representations. Notation was adopted from
Altmann and Herzig.87 The ordering of highlighted states are
incorrectly predicted by TDDFT-SO with a >0.1 eV error.
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