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A B S T R A C T   

Objective: The objective of the study is to evaluate the performance of CNN-based proposed 
models for predicting patients’ response to NAC treatment and the disease development process 
in the pathological area. The study aims to determine the main criteria that affect the model’s 
success during training, such as the number of convolutional layers, dataset quality and depended 
variable. 
Method: The study uses pathological data frequently used in the healthcare industry to evaluate 
the proposed CNN-based models. The researchers analyze the classification performances of the 
models and evaluate their success during training. 
Results: The study shows that using deep learning methods, particularly CNN models, can offer 
strong feature representation and lead to accurate predictions of patients’ response to NAC 
treatment and the disease development process in the pathological area. A model that predicts 
‘miller coefficient’, ‘tumor lymph node value’, ‘complete response in both tumor and axilla’ 
values with high accuracy, which is considered to be effective in achieving complete response to 
treatment, has been created. Estimation performance metrics have been obtained as 87%, 77% 
and 91%, respectively. 
Conclusion: The study concludes that interpreting pathological test results with deep learning 
methods is an effective way of determining the correct diagnosis and treatment method, as well as 
the prognosis follow-up of the patient. It provides clinicians with a solution to a large extent, 
particularly in the case of large, heterogeneous datasets that can be challenging to manage with 
traditional methods. The study suggests that using machine learning and deep learning methods 
can significantly improve the performance of interpreting and managing healthcare data.   

1. Introduction 

Research on the applicability of deep learning methods has gained popularity in recent years with the increase in machine per
formances and the presentation of different alternative methods. Frameworks are tools or libraries that enable faster discovery of 
presented deep learning models. A convolutional neural network model (CNN) model can take weeks to build a model in the most 
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primitive way when no library or framework is used [1–3]. For this reason, a more efficient model can be created with a tool that 
includes previously revealed models and optimized parameters [4,5]. Thus, a module open to readability and change is revealed with 
simplified operations and layer structure [6–10]. 

Keras library has been chosen for the study [11,12]. Keras, a Python-based deep learning library, is an open-source library and is 
often preferred in academic research [13]. TensorFlow works as a layer over Microsoft Cognitive Toolkit and Theano libraries [14,15]. 
It offers an entirely user-friendly approach and enables an expandable structure. With the Tensorflow 2.0 library offered by Google in 
2017, Keras has been integrated and brought into a working state [16,17]. Techniques such as data preprocessing and data 
augmentation can be the reason for preference in obtaining effective results against small datasets. For models such as Inception, 
MobileNet, and VGG, which are considered to be effective models, pre-trained model weights can be used automatically and easily 
integrated, thus allowing complex model structures to be established [18–20]. The study includes the evaluation of Neoadjuvant 
Chemotherapy (NAC), which is applied as a treatment method in patients diagnosed with breast cancer, by using pathological data to 
estimate the response. In collecting patient data, data related to the relevant case have been obtained from the general surgery and 
radiology departments of Sakarya Research Hospital through periodic face-to-face interviews with four staff physicians. The data used 
in the study have been evaluated by obtaining the pathological results of 341 patients in at least one year. Ethics committee approval 
has been obtained for the use of data, which specialist doctors have supported during the collection and interpretation of data, and the 
hospital ethics committee also supports the study. In this study, unlike other studies, it is aimed to predict the complete response to 
treatment using a deep learning model. It has been observed that the number of data is higher than similar studies, which provides an 
advantage in getting a more accurate estimation. 

Nisar et al. in their review article, detailed deep learning models applied to health services to diagnose diseases of the human body 
system and compared different diseases based on factors and parameters. Different deep learning applications have been compared, 
and research opportunities and challenges in the related field have been determined. Research on deep learning models in healthcare is 
extensive, yet many challenges are posed. The questionnaire in the research is aimed to be a step towards the proposed techniques 
applied in the field of health and these innovations and to lead them to become smarter [21]. 

Pitale et al. Artificial intelligence (AI) and Deep learning (DL) have become superior problem-solving strategies in many research 
and industrial applications. Research has explored applications and research areas of deep learning through computer vision in 
biomedicine and the latest trends in health, safety, education, and technologies [22]. 

Moghadas et al. although neoadjuvant chemotherapy has been shown as an essential treatment method for locally advanced breast 
cancer, according to studies, approximately 70% of them can respond positively to treatment. The study investigated machine learning 
techniques and quantitative computed tomography parametric imaging for early prediction of complete response in treatment. They 
presented the correlation of tomography images and secondary derivative textural features as a method for estimating before 

Table 1 
Dataset variables and annotations.  

Variables Descriptions 

millerCoef Miller coefficient 
lnReg Tumor lymph node value 
compltResp Complete response in both tumor and axilla. 
millerPayne It consists of values between 1 and 5 and a value of 5 indicates that the mass has disappeared, and 1–4 Indicates that it has not 

disappeared. 
age Age value. It is divided into 3 categorical groups as between 50 and 70. 
preopmetsexist Presence of preoperative metastases. 
neosizeUSG Tumor size before neoadjuvant. 
preNeoTumorDiameter Tumor diameter before neoadjuvant. 
preNeoAxilla Axilla involvement before neoadjuvant. 
clinicenfcoef Clinical infection coefficient 
patLN Presence of axillary lymph node metastases before chemotherapy. 
multifoksl Multifocal-centric, coefficient if more than one in different quadrants. 
axilla Value related to underarm operations 
slnsuccess Slnb, whether a successful sampling can be made, lymph node high low perception and effect value 
metsize Lymph node metastasis size, mini macro moderate categorical values 
patmetcoef Pathological metastasis lymph node coefficient, presence of postoperative lymph node metastasis 
metcoef2 Metastasis lymph node coefficient 
postneopathsize Pathology dimension after neoadjuvant 
tumorsize Tumor size after neoadjuvant 
grade Tumor level 
clncStgCoef Clinical stage coefficient 
ptnm Pathological classification 
pStgCoef Pathological stage coefficient 
estcoef Presence of staining 
progcoef Prog coefficient 
luminalsubtype Luminal subtype 
ki67coef Ki 67 coefficient 
lenfnod Extracapsular invasion Tumor invasion beyond the lymph node 
lenfinvz Presence of lymphatic invasion 
dvitcoef Vitamin D coefficient  
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treatment initiation [23]. 
Byra et al. proposed a learning-based approach in two in-depth studies for early predicting response to neoadjuvant chemotherapy 

in breast cancer. They showed that in the model presented with pre-trained convolutional neural networks and transfer-learning 
approaches, response to chemotherapy could be predicted based on ultrasound images collected before treatment. The model is 
open to development with a larger patient group and data [19]. 

Both mammography and ultrasound imaging techniques have limited sensitivity and specificity, with limitations in describing 
lesions that can be partially resolved, especially in the presence of dense breasts. Due to the limitations of all these imaging tools, 
patients often have to undergo painful and costly biopsy procedures to make a definitive diagnosis. Medical imaging modalities that 
are invisible to the naked eye and, therefore, significantly emphasize image features increase the discriminatory and predictive po
tential of medical imaging. However, a 100% accuracy result cannot be achieved in medical images. In this study, the pathological data 
of patients who have a complete pathological response after NAC (Neoadjuvant Chemotherapy) and can not get the desired result have 
been used as the data set for the proposed deep learning method. The model has been created with the CNN (Convolutional Neural 
Network) algorithm, one of the deep learning models, and the predictive performance of the model with new patient data to be 
submitted to the system has been demonstrated. It has been aimed at developing the model with new data. 

2. Materials and method 

2.1. Data collection and exploratory data analysis 

All methods has been carried out in accordance with relevant guidelines and regulations and all experimental protocols has been 
approved by Sakarya University Research Hospital. Informed consent has been obtained during the data collection phase [33]. 

In the research, standardization of the data has been carried out with a preprocessing step before the distribution of pathological 
data on the data and input to the model. Python programming language was used for modeling and data analysis and Sklearn library 
was used for data analysis. The variables used for estimating complete pathological response are shown in Table 1. The statistical 
analysis of the data is shown in Tables 2 and 3. 

The effecting values for the estimation of response to chemotherapy (Neoadjuvant Complete Response) are given in Table 1, and the 

Table 2 
Statistical distribution of data set variables.   

count mean std min 25% 50% 75% max 

millerCoef 341.0 1.272.727 0.446016 1.0 1.0 1.0 2.0 2.0 
lnReg 341.0 0.372434 0.484164 0.0 0.0 0.0 1.0 1.0 
compltResp 341.0 0.219941 0.414815 0.0 0.0 0.0 0.0 1.0 
millerPayne 341.0 3.234.604 1.417.570 1.0 2.0 3.0 5.0 5.0 
age 341.0 1.533.724 0.615635 1.0 1.0 1.0 2.0 3.0 
preopmetsexist 341.0 0.099707 0.300049 0.0 0.0 0.0 0.0 1.0 
neosizeUSG 341.0 3.700.880 1.580.664 1.0 3.0 3.0 4.0 10.0 
preNeoTumorDiameter 341.0 1.920.821 0.560625 1.0 2.0 2.0 2.0 3.0 
preNeoAxilla 341.0 0.794721 0.404499 0.0 1.0 1.0 1.0 1.0 
clinicenfcoef 341.0 0.821114 0.383820 0.0 1.0 1.0 1.0 1.0 
patLN 341.0 0.648094 0.478267 0.0 0.0 1.0 1.0 1.0 
multifoksl 341.0 1.416.422 0.700563 1.0 1.0 1.0 2.0 3.0 
axilla 341.0 1.747.801 0.844203 1.0 1.0 1.0 3.0 3.0 
slnsuccess 341.0 0.692082 0.462311 0.0 0.0 1.0 1.0 1.0 
metsize 341.0 2.375.367 0.850524 1.0 2.0 3.0 3.0 3.0 
patmetcoef 341.0 0.536657 0.499387 0.0 0.0 1.0 1.0 1.0 
metcoef2 341.0 1.671.554 0.769289 1.0 1.0 1.0 2.0 3.0 
postneopathsize 341.0 2.140.762 1.508.060 1.0 1.0 2.0 3.0 7.0 
tumorsize 341.0 0.580645 0.634851 0.0 0.0 1.0 1.0 2.0 
grade 341.0 2.052.786 0.648641 1.0 2.0 2.0 2.0 3.0 
clinTNM 341.0 3.378.299 1.481.453 0.0 2.0 3.0 4.0 7.0 
clncStgCoef 341.0 2.363.636 0.692203 1.0 2.0 2.0 3.0 4.0 
ptnm 341.0 2.413.490 2.054.191 0.0 1.0 2.0 4.0 7.0 
pStgCoef 341.0 1.762.463 1.185.401 0.0 1.0 2.0 3.0 4.0 
pthgy2 341.0 1.228.739 0.715703 1.0 1.0 1.0 1.0 4.0 
estcoef 341.0 0.739003 0.439824 0.0 0.0 1.0 1.0 1.0 
progcoef2 341.0 0.630499 0.483379 0.0 0.0 1.0 1.0 1.0 
cerb2 341.0 0.319648 0.467025 0.0 0.0 0.0 1.0 1.0 
luminalsubtype 341.0 2.085.044 0.914803 1.0 1.0 2.0 3.0 4.0 
ki67coef 341.0 2.214.076 0.821355 1.0 1.0 2.0 3.0 3.0 
lenfnod 341.0 0.299120 0.458545 0.0 0.0 0.0 1.0 1.0 
vasinvas 341.0 0.252199 0.434913 0.0 0.0 0.0 1.0 1.0 
lenfinvz 341.0 0.328446 0.470338 0.0 0.0 0.0 1.0 1.0 
norinvaz 341.0 0.096774 0.296085 0.0 0.0 0.0 0.0 1.0 
dvitcoef 341.0 1.422.287 0.725969 1.0 1.0 1.0 2.0 3.0 
dvitcoef2 341.0 1.137.830 0.345228 1.0 1.0 1.0 1.0 2.0  
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total number of patients is 348. 
In these data obtained in line with the evaluations of specialist physicians, control (decision) variables (compltResp, millerCoef and 

lnReg) providing control of the effect on complete response has been determined and their distribution in the data is shown in Fig. 2. In 
Figure [1 (1–3)], the values and distributions of the decision variables in the dataset have been graphically obtained from histogram 
analysis. 

Discovering and measuring the extent to which the variables in the dataset are interdependent is an essential step in the pre-model 
process, and this information could help to better prepare the data to meet the expectations of machine learning algorithms such as 
linear regression, whose performance will decrease with the presence of interdependencies. In Fig. 1., correlations between variables 
in Fig. 1(1)., 1 (2) and 1 (3). are shown with values ranging from − 1 to 1. The correlation between the variables is expressed with a 
value close to 1 if it is the highest and close to − 1 if it is less. The Pearson correlation coefficient calculates the effect on the other 
variable when one variable changes. This linear relationship can be positive or negative, revealing the relationship between variables, 
returning values between − 1 and 1. It is possible to decide according to this range to measure the strength of two variables. According 
to the graph, millerPayne, lnReg and millerCoef variables seem to be the variables that most positively coherence to the complete 
response. On the other hand, it can be discovered from the correlation map as the variables show a negative coherence for metsize, 
patmetcoef, metcoef2, postneopathsize, ptnm, pStgCoef. 

For the complete estimation, the decision variables expected to be estimated according to the results of the field experience and 
correlation matrix with specialist medical doctors have been created with three different scenarios. While creating the scenarios, the 
decision variables and neglected variables and scenarios have been determined as Table 4. 

The variables in Table 4., have been included as input variables, and the compltResp, lnReg and millerCoef variables in the data set 
have been determined manually by the specialist doctor as decision variables in estimating the course of the disease. 

2.2. Proposed deep learning model implemantation 

The presence of multiple layers is shown as the main reason for using the expression depth. In traditional machine learning, the 
number of layers consists of one or two layers and less information is acquired, it is possible to use much more layers in deep learning. 
The loss function scores the difference between the output from the model and the expected output for each iteration of the model, and 
the loss function is used as a feedback signal in the next iteration as shown in the flowchart. The weights in the input function are 
updated again to minimize the loss function. Since a neural network does not have a loss function in its initial position, it is initialized 
with random initial weight values, Fig. 3. In this case, the loss score will be high since the model’s output will be very different from the 
expected. According to model the model, optimal weight values are where the loss function is minimum and the model prediction rate 
is the highest. When the optimal values are reached, the loop is terminated, and the lowest loss function is obtained after this flow, 
called the learning loop. 

Input signals in an artificial neural network node are converted as output signals; at this point, the linear function is converted to a 
nonlinear function, increasing the learning efficiency of the model. As indicated in Fig. 4., the bias value added to the linear function is 
transmitted to the activation function without obtaining the output value [24]. 

Model data is divided into 70% training and 30% test set. Suppose the “Scikit” library is not specified with the “train_test_split” 
function and the random_state parameter called “random_state.” In that case, a new random value is generated each time it is run or 
executed, and the training and test datasets can have different values each time. In order to prevent this, when another integer constant 
value such as random_state = 0 or 1 is assigned, the result is the same regardless of how many times the code block is run, so that the 
same values can be reached in the training and test datasets. The random state parameter ensured that the generated splits were 
reproducible [25]. Scikit-learn uses random permutations to generate the splits. This ensures that random numbers are generated in 
the same order. 

The model summary in Figs. 5 and 6 is presented according to the estimation process in 2 different classes in all scenarios according 
to the scenarios in the next section, with 36 variables in Table 1 as input and decision variables. In the model, apart from the input layer 
and the output layer, it consists of 6 hidden layers, and each layer consists of 128 nodes. The “Relu” activation function is chosen as the 

Table 3 
Standardization value labels.   

min max Value Labels 

millerCoef 1.0 2.0 completeResponse = True: 1; completeResponse = False: 0 
age 1.0 3.0 age <50: 1; age <70: 2; age >70: 3 
neosizeUSG 1.0 10.0 neosizeUSG ≤ 10:1; neosizeUSG<20:2; …; neosizeUSG>90:10 
preNeoTumorDiameter 1.0 3.0 0–2 cm: 1; 2–5 cm: 2; >5 : 3 
multifoksl 1.0 3.0 single: 1; multifocal: 2; multicentric: 3 
metsize 1.0 3.0 metsize <50: 1; metsize <70: 2; metsize >70: 3 
metcoef2 1.0 3.0 1-3: 1; 4–7: 2; >7:3 
clinTNM 1.0 7.0 clinicalStage1:1; clinicalStage2a:2; clinicalStage2b:3; ..; clinicalStage3c:7 
pthgy2 1.0 4.0 infiltratif duktal ca: 1; infiltratif lobuler ca:2; mix: 3; others:4 
luminalsubtype 1.0 4.0 ER, PR +, cerb-: 1; ER/PR/CERB2 +-: 2; triple-negative: 3; Her2 (+): 4 
ki67coef 1.0 3.0 <15: 1; 15–29: 2; >29: 3 
dvitcoef 1.0 3.0 <20: 1; 20–30: 2; >30: 3 
dvitcoef2 1.0 2.0 deficiency: 1; normal: 2  
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activation function among hidden layers, and the “Softmax” activation function is selected in the output layer [25]. 
The Softmax function calculates the probability distribution of the event over ‘n’ different events. Generally, this function cal

culates the probabilities of each target class over all possible target classes; then, the calculated probabilities help determine the target 

Fig. 1. Statistical distribution of variables in Panel 1, Panel 2 and Panel 3 in the dataset.  

Fig. 2. Correlation map between variables.  

Table 4 
Statistical distribution of millerCoef, compltResp and lnReg variables in the dataset.   

Scenario 1 Scenario 2 Scenario 3 

Decision variable compltResp lnReg millerCoef 
Included variable – millerCoef lnReg 
Neglected variable millerCoef, lnReg compltResp compltResp  
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class for the given inputs. The Softmax activation function is the generalized form of the sigmoid function for multiple dimensions and 
is expressed as in Equation (1) [26]. 

σ( z→)i =
ezi

∑K

j=1
ezj

1   

z→: Softmax function input vector consisting of (z0, … zK) 
zi: All zi values are elements of the input vector to the softmax function and can take any real value, positive, zero, or negative. 
ezj: The standard exponential function is applied to each element of the input vector, giving a positive value above zero, which is 
very small if the input is negative and very large if the input is large. 
K: Number of classes 

ReLU is one of the activation functions used between hidden layers in the model and colud be used in almost all convolutional 
neural networks or deep learning methods. The Rectified linear activation function, or ReLU for short, is a piecewise linear function 
that will directly output the input if it is positive. Otherwise, it gives a zero and is shown in Equations (2) and (3) [27]. 

g(x)=
{

x x > 0
0 x < 0 2  

g′

(x)=
{

1 x > 0
0 x < 0 3 

In the model, the “epoch” number is 240 and the “batch_size” number is 16, and the results are evaluated by observing in all three 
scenarios. The “epoch” number refers to the completion of an artificial neural network’s forward propagation and backpropagation 

Fig. 3. Loss value and weight update in deep learning model.  

Fig. 4. Bias value and activation function.  
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process. “Batch_size” refers to the number of training samples in the forward propagation or backpropagation process; an increase in 
this number also increases the memory usage resource and can lead to performance results in model training. On the other hand, the 
number of iterations is evaluated by evaluating the forward propagation and backpropagation processes separately, regardless of the 
batch number. Assuming 1000 samples as training data and considering the batch size as 500, two iterations are needed to complete 
one epoch. 

When the training model is run more than the optimal level, it may minimize total cost and result in overfitting. In this case, while 
the classification success rate obtained in the training set is high, lower values can be obtained in the test set. It is obtained with a high 
variance and a low bias value. In order to prevent this situation, it may be advantageous to reduce the number of high features and to 
delete the highly correlated variables or to create a model with a single new variable. It is possible to avoid this situation with a high 
level of data. In the opposite case, it is considered the main goal for the model to learn from the training data, but it is desired to be 
trained less, so it may be a solution to stop the training process earlier. However, if the model needs to learn more from the training 
data, it may not even catch the dominant trend. 

Fig. 5. The proposed Keras convulutional model structure.  
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3. Results 

Scenario 1 (compltResp estimation) variables and model result accuracy value and loss value are obtained as in the graphs below. 
The graphs with the number of epochs in the model and the training and validation values obtained at each step are given in Figs. 7 and 
8. 

The model accuracy and loss graphs with the number of epochs in the scenario 2 (lnReg estimation) model and the training and 
validation values obtained at each step are given in Figs. 9 and 10. 

The number of epochs with the scenario 3 (millerCoef) model and the training and verification values obtained in each step and the 
model accuracy and loss graphs are given in Figs. 11 and 12. 

Considering the estimation accuracy and loss values in the scenarios according to the model, the decision variable estimation 
success in scenario 3 has the highest with 91% success. 

Because the unbalanced distribution of the decision variables in the data and the TN (True Negative) ratio in the estimation should 
be considered as a more critical evaluation criterion. For this reason, the confusion matrix and evaluation metrics for each scenario 
have been obtained as in Figure [13 (1–3)] and Table 5. When the metrics are evaluated, it is seen that the highest performance of the 
TN ratio estimation was obtained with a score of 84% in the estimation of the millerkat variable, which is the estimation variable in 
Scenario 3 as shown in Figure [13 (3)]. 

AUC — ROC rotation provides an extra performance measure for the difficulty problem at various threshold settings [28]. ROC is an 
expansion and represents the grade or size of AUC races [29]. AUC is the area under the ROC bend (source) as shown Figure [14 (1–3)]. 
We find that the higher the AUC, the better the model predicts, and the area under the curve in scenario three is also seen in Fig. 14(3), 
where it is the largest. 

The ROC curve is frequently used in the literature to compare models. However, the most commonly used are accuracy, recall, 
precision, and F1 score. There is a class imbalance in the variables in the three scenarios determined as the evaluation criteria in the 
study. For this reason, accuracy and F1 scores are sensitive in unbalanced data. As a different approach in binary classification, 
Matthews Correlation Coefficient (MCC) method offers a more realistic measurement metric in asymmetric data (source) [30–32]. In 
Fig. 15, MCC values have been obtained as 84%, 65%, and 88%, respectively, in the scenarios. 

4. Conclusion 

In this study, a deep learning model has been proposed to predict pathological complete response after neoadjuvant chemotherapy 
treatment. A user-friendly interface application can enable physicians to identify high-risk patients who need a specific therapeutic 
scheme with easier prediction and evaluation of treatment response for patients after NAC therapy. However, further data and vali
dation studies are required to further develop this model and clinical treatment. 

Fig. 6. The proposed Keras convulutional model with layer structure.  
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Healthcare institutions produce big heterogeneous data in different structures and sources daily. Depending on the situation, the 
prediction of being able to make sense of and manage the data in this structure with traditional methods may decrease. It is a powerful 
tool for managing, interpreting, and analyzing such data with machine learning and deep learning methods. In a clinical practice called 
prognosis, estimating a disease’s development process includes making predictions such as worsening, improving, or stabilizing the 
course of the disease according to the conditions. 

It is a powerful tool for managing, interpreting, and analyzing such data with machine learning and deep learning methods. In a 
clinical practice called prognosis, estimating a disease’s development process includes making predictions such as worsening, 
improving, or stabilizing the course of the disease according to the conditions. 

In determining the correct diagnosis and treatment method with the prognosis follow-up of the patient, different types of data such 
as pathological test results, radiological images, and interpretation of the data stored in different sources with deep learning methods 
provide clinicians with a solution to a large extent. Fully automatic intelligent medical image diagnostic systems are expected to be a 
part of the following generation of health systems. 

Fig. 7. Scenario 1 epoch accuracy graph.  

Fig. 8. Scenario 1 Loss chart.  

Fig. 9. Scenario 2 epoch accuracy graph.  
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The data used in the study consists of data specifically for a specific patient group processed depending on the permission of the 
ethics committee. Although a standard information system has been established in order to protect the integrity of the processed data 
and to ensure data continuity, the storage and standardization of data specific to a specific disease is an area open to development. 

Building deep learning models for clinical decision support systems often requires the systematic collection of large amounts of 
data, which is time-consuming and requires significant human effort. Even though medical data is collected carefully on a case-by-case 
basis under normal conditions, many factors can disrupt the correct (expected) functionality of the data needed in deep learning 
systems. Instrumental and environmental noises can affect the collected data, thus increasing the risk of misdiagnosis. In the study, 
with the pre-processing step of the pathological data, the data in the disorder that could affect the model have been eliminated in the 
company of the physicians. It turns out that the clinical usability of AI-powered systems depends on the development of data-driven 
healthcare. 

Fig. 10. Scenario 2 Loss chart.  

Fig. 11. Scenario 3 epoch accuracy graph.  

Fig. 12. Scenario 3 Loss chart.  
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Table 5 
Scenarios classification performance summary metrics.   
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