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Assessing the Efficacy of Large Language 
Models in Health Literacy: A Comprehensive 
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Enhanced health literacy in children has been empirically linked to better health outcomes over the 
long term; however, few interventions have been shown to improve health literacy. In this context, we 
investigate whether large language models (LLMs) can serve as a medium to improve health literacy in 
children. We tested pediatric conditions using 26 different prompts in ChatGPT-3.5, ChatGPT-4, Microsoft 
Bing, and Google Bard (now known as Google Gemini). The primary outcome measurement was the 
reading grade level (RGL) of output as assessed by Gunning Fog, Flesch-Kincaid Grade Level, Automated 
Readability Index, and Coleman-Liau indices. Word counts were also assessed. Across all models, output 
for basic prompts such as “Explain” and “What is (are),” were at, or exceeded, the tenth-grade RGL. 
When prompts were specified to explain conditions from the first- to twelfth-grade level, we found that 
LLMs had varying abilities to tailor responses based on grade level. ChatGPT-3.5 provided responses that 
ranged from the seventh-grade to college freshmen RGL while ChatGPT-4 outputted responses from the 
tenth-grade to the college senior RGL. Microsoft Bing provided responses from the ninth- to eleventh-
grade RGL while Google Bard provided responses from the seventh- to tenth-grade RGL. LLMs face 
challenges in crafting outputs below a sixth-grade RGL. However, their capability to modify outputs above 
this threshold, provides a potential mechanism for adolescents to explore, understand, and engage with 
information regarding their health conditions, spanning from simple to complex terms. Future studies are 
needed to verify the accuracy and efficacy of these tools.
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INTRODUCTION

Health literacy, which is emphasized by the Ameri-
can Academy of Pediatrics, Centers for Disease Control 
and Prevention (CDC), and Joint Commission, is a cru-
cial component in the provision of high-quality health-

care [1]. Health literacy is defined as “the degree to which 
individuals have the capacity to obtain, process, and un-
derstand basic health information and services needed to 
make appropriate health decisions” [2]. Health literacy as-
sessment in children remains an emerging field of study; 
but, current estimates suggest a significant portion – up 
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to 85% – of children and adolescents exhibit inadequate 
health literacy [3,4]. Enhancing health literacy in children 
is crucial, given its profound impact on health-related de-
cisions, behaviors, and ensuing outcomes.

In adults, greater health literacy is linked to lower 
hospital admissions [5,6], improved health status [7], and 
greater understanding of chronic illnesses and their man-
agement [8]. Growing research indicates that improved 
health literacy has similar benefits for children and ad-
olescents [1]. Particularly, improved health literacy in 
children and adolescents with chronic conditions, which 
affect 8-25% of children, may have significant impacts on 
child health during childhood and long-term, as self-care 
responsibilities are often transferred to the child between 
the ages of 11 and 15 [9,10]. Notably, enhancements in 
health literacy have been shown to foster improved pa-
tient-provider communication, self-management, and 
facilitate a smoother transition to adult care for children 
with chronic kidney disease [11], congenital heart disease 
[12], spina bifida [13], rheumatic conditions [14], and 
cancer [15], among others.

Currently, there is limited literature analyzing the ef-
ficacy of health literacy instruments and interventions for 
adolescents [16,17]. Investigations of digital health inter-
ventions have gained momentum, as 75% of adolescents 
and young adults used the internet, primarily Google, as 
their most recent source of health information [18,19]. 
Additionally, many adolescents obtain health information 
from parents and educators, who frequently derive their 
own health knowledge from internet sources [17].

Recent introductions of publicly available large lan-
guage models (LLMs) such as OpenAI’s ChatGPT, Goo-
gle Bard (now known as Google Gemini), and Microsoft 
Bing may provide new opportunities to improve health 
literacy in children, especially given that adolescents 
use the internet on a daily basis more than any other age 
group [20-22]. In this study, our goal was to assess the 
ability of LLMs to explain diseases at an appropriate lev-
el when (1) a basic prompt is used and (2) when a prompt 
with greater context is used. In other words, we hoped to 
assess if LLMs can aid in health literacy.

METHODS

Conditions
A comprehensive list of 288 childhood disorders 

and conditions encompassing a wide range of pediatric 
diseases including genetic abnormalities, hepatobiliary 
conditions, congenital irregularities, mental health is-
sues, cardiovascular disorders, oncological cases, diges-
tive system disorders, and dermatological conditions was 
compiled. The list was curated by including conditions 
listed on the Johns Hopkins Children’s Center’s [23] and 

Seattle Children’s Hospital’s [24] websites.

Prompt Selection
Due to the countless number of prompts, two simple 

prompts “Explain {medical condition}” and “What is (/
are) {medical condition}” were initially chosen, as they 
are expected queries of the lay individual [25]. Two ad-
ditional prompt architectures were then chosen based on 
the importance of context [26]: “Explain {medical condi-
tion} to a __ grader” and “Explain {medical condition} 
at a __-grade reading level.” In these additional prompts, 
the grade levels first to twelfth were tested for all condi-
tions.

Outputs
We ran the 288 conditions through Open AI’s 

ChatGPT-3.5 (5.24.23 version), Google Bard (5.23.23 
version), and Microsoft Bing (5.4.23 version) for all 
26 prompts. Due to rate limits in OpenAI’s ChatGPT-4 
(5.23.23 version), ie, limitations in queries per hour, a 
random sub-selection of 150 conditions were chosen to 
test the prompts in ChatGPT-4.

Processing Outputs
To standardize and ensure equal comparison, we 

removed all formatting including bullet points and num-
bered lists, as is consistent with other studies [25,27]. 
Further, to compare the true output, all routine ancillary 
information such as “I hope this helps! Let me know if 
you have any other questions.” and “Sure. I can help with 
that” were removed. Outputs unable to be generated due 
to LLM limitations for a particular prompt and LLM 
combination were excluded after one retry.

Readability Assessment
We assessed the grade level of the output by using 

Gunning Fog, Flesch-Kincaid Grade Level, Automated 
Readability Index, and Coleman-Liau indices. Each in-
dex outputs a score corresponding to a reading grade lev-
el (RGL) ie, a RGL of 7 corresponds to the seventh-grade 
reading level. Along with prior literature, we averaged 
the four indices to find the average RGL (aRGL) of the 
output [26,28]. Word counts for each output were also 
calculated. We applied the non-parametric Wilcoxon 
signed-rank and rank-sum tests to compare aRGLs as ap-
propriate. Python version 3.11 (2022) was used to gather 
readability scores and analysis was conducted using R (R 
Core Team, 2022) and RStudio (RStudio Team, 2022).

RESULTS

For the two basic prompts – “What is {}” and “Ex-
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level, while increasing word count for higher grade lev-
el prompts (Table 1, Figure 2). Microsoft Bing outputted 
between the tenth- and eleventh-grade aRGL and Goo-
gle Bard outputted between the seventh- and tenth-grade 
aRGL. Both Bing and Bard had variable changes in word 
count based on grade level. (Table 1, Figure 2, Appendix 
A: Figure S2).

When the context was changed to a specific reading 
level, “Explain {} at a __-grade reading level” (assessing 
each condition from grades 1-12), ChatGPT-3.5 ranged 
output between the seventh- and twelfth-grade read-
ing level. ChatGPT-4 varied output between the sixth-
grade and college senior reading level. Similar to the 
prior prompt, Bing varied output between the ninth- and 
eleventh-grade reading levels and Bard varied output be-
tween the seventh- and tenth-grade reading levels (Table 
1, Figure 3, Appendix A: Figure S3). Both ChatGPT-3.5 
and 4 have increasing word count for higher grade-level 
prompts while Bing and Bard have less variability as the 
aRGL increases.

All LLMs produced output for each condition tested 
except Google Bard. Google Bard particularly struggled 
with prompts “What is” / “What are” and “Explain,” fail-
ing to answer 11 and 19 conditions with the first query, 
respectively. For example, for these two prompts, Google 
Bard failed to produce output for depression and mon-

plain {}” – the aRGL was found to be at or above the 
high school level for all LLMs (Table 1, Figure 1). Both 
ChatGPT-3.5 and ChatGPT-4 at baseline produced output 
at the college level (Table 1, Figure 1). Meanwhile, Bing 
and Bard produced output around the eleventh-grade 
level and the tenth-grade level, respectively (Table 1, 
Figure 1). Both basic prompts performed at similar 
aRGLs for all LLMs besides for ChatGPT, where “ex-
plain” resulted in significantly higher aRGL output for 
ChatGPT-4 (p<0.0001) (Figure 1). When comparing each 
LLM for the same basic prompts, differences were sig-
nificant (p<0.0001) – except between ChatGPT-3.5 and 
ChatGPT-4 for “what is” / “what are” – with Bing and 
Bard at lower aRGLs than the OpenAI models (Table 1, 
Figure 1). Word count varied between LLM and within 
LLM for basic prompts and higher aRLG did not neces-
sarily correlate to higher or lower word count (Table 1, 
Appendix A: Figure S1).

When adding the context of “Explain {} to a __ 
grader” from grade 1 to 12, all LLMs struggled to 
reach the desired grade level output (Table 1, Figure 2). 
ChatGPT-3.5 demonstrated the ability to vary median 
output between the seventh-grade and college freshmen 
aRGL, while increasing word count for higher grade-lev-
el prompts. ChatGPT-4 varied the median output between 
the eighth-grade level and the college sophomore reading 

Figure 1. Reading grade levels for basic prompts. Legend: Basic Prompts P0 “What is (are) {medical condition}” 
and P1 “Explain {medical condition}” were tested through the LLMs. The aRGL of outputs are shown. *, **, ***, **** 
correspond to p<0.05, p<0.01, p<0.001, and p<0.0001, respectively. Comparisons between LLM for identical prompts 
are not shown, but all differences are statistically significant p<0.0001, except between ChatGPT-3.5 and ChatGPT-4 
for “what is” / “what are.”
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Figure 2. Reading grade level of output after running “Explain {} to a ____ grader” through each LLM. Legend: 
Each LLM was asked, “Explain {medical condition} to a __ grader.” First- through twelfth-grade were tested by filling 
in the blank. A. The aRGL of outputs is depicted for each LLM. From top to bottom, GPT-3.5, GPT-4, Bing, and Bard 
are depicted. B. Grade-level outputs for each LLM from panel A are set side to side for comparison between LLMs.

Figure 3. Reading grade level of output after running “Explain {} at a ____- grade reading level” through each 
LLM. Legend: Each LLM was asked “Explain {medical condition} at a __-grade reading level.” First- through twelfth-
grade were tested by filling in the blank. A. The aRGL of outputs is depicted for each LLM. From top to bottom, GPT-
3.5, GPT-4, Bing, and Bard are depicted. B. Grade-level outputs for each LLM from panel A are set side to side for 
comparison between LLMs.
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tion with other educational tools and methods, especially 
when targeting pediatric populations. The practical appli-
cation of LLMs could be in the creation of patient edu-
cation materials that cater to various reading abilities or 
in generating quick explanations on medical topics that 
can be easily understood by children and their caregivers. 
Though, for any application of these LLMs, it is crucial to 
ensure these LLMs are not making harmful assumptions 
based on the prompt or prior information [32]. 

Interestingly, Bard’s failure to output at initial query 
for certain diseases such as depression and monkeypox 
may represent Bard’s more cautious approach towards 
health information [33,34]. This finding is similar to a 
prior assessment of Bard [25]. The lack of output might 
reflect the developers’ intent to avoid potential misinfor-
mation, particularly in a domain as sensitive as health. 
This cautious stance, while commendable, does empha-
size the need for further fine-tuning to ensure relevant 
information is not withheld unnecessarily. Ensuring ac-
curacy and relevance while mitigating the risk of misin-
formation remains a critical challenge for LLM deploy-
ment in the healthcare sector.

Ultimately, the interactive nature of LLMs allows 
patients to readily seek clarification or simplification, 
enhancing utility. While subsequent studies might eval-
uate comprehension of LLM outputs by adolescents or 
their parents, our findings illustrate the potential of LLMs 
to facilitate learning above the sixth-grade level. As the 
LLMs continue to rapidly evolve, their functionality as 
a resource for aiding parent-child communication may 
improve. Additionally, while accuracy of the outputs was 
anticipated [27], subsequent studies should validate the 
accuracy, completeness, and functionality of LLMs with-
in this context.

CONCLUSION

Adolescents and parents are increasingly expected to 
interact with LLMs, including ChatGPT, Bard, and Bing. 
As the technology continues to become more mainstream, 
LLMs may become a source for health information. 
ChatGPT-4 and ChatGPT-3.5 – were found to be able to 
vary their output more than Google Bard and Microsoft 
Bing. Although the models can vary RGL in outputs, the 
incapacity to precisely target desired RGLs, particularly 
beneath a sixth-grade reading level, underscores the lim-
itations of such models. Future research is warranted to 
corroborate the efficacy, accuracy, and impact of LLMs in 
real-world healthcare communication and decision-mak-
ing scenarios, ensuring that as these models evolve, they 
do so with an unwavering lens on pediatric education, 
safety, and empowerment.

keypox, saying it was a limitation of being a language 
model, and for both pectus carinatum and pectus excava-
tum, citing language limitations.

DISCUSSION

In this study, we demonstrate the current abilities 
and limitations of LLMs in explaining common pediat-
ric medical conditions. Out of the numerous prompts we 
could have tested, we focused on two basic prompts and 
two prompt architectures directed towards attaining a de-
sired RGL.

While no model could accurately pinpoint a desired 
RGL, there was a notable uptick in RGLs in parallel with 
an increase in prompt grade-level specification. From 
our study, in this specific context, OpenAI’s models 
ChatGPT-3.5 and ChatGPT-4 demonstrated the greatest 
range and ability to tailor RGLs based on the request-
ed grade level, with Bard and Bing showcasing a more 
limited range of grade levels. While OpenAI’s models, 
ChatGPT-3.5 and ChatGPT-4, did better in achieving 
lower-grade level outputs, Bard and Bing tended to con-
sistently produce an RGL that is at the high school lev-
el and performed precisely when asked for higher-grade 
level outputs. Our findings are similar to another study 
assessing these four models in the context of radiology 
report simplification [26]. Our findings in addition to 
prior findings suggests that Bard and Bing may have a 
baseline level of complexity based on training data or a 
set level of complexity for their output. Though, this may 
change over time [25].

The current inability to pinpoint output to an exact 
RGL or generate output below the sixth-grade reading 
level demonstrates present limitations of LLMs. Howev-
er, it is critical to note that readability scales are primar-
ily grammatical and do not factor in context, antecedent 
knowledge, motivation, and informational requirements. 
Additionally, this limitation may exist due to training 
data, as most health information is at or above a high 
school reading level [29,30]. The training data in com-
bination with preprocessing techniques and fundamental 
differences in LLM algorithms may explain the differenc-
es in performance between the LLMs [31].

Given the importance of health literacy in children 
and adolescents, LLMs present a novel method to im-
prove literacy. By adjusting the RGL, it is possible to 
make medical information more accessible, and therefore 
more comprehensible, to a wider range of readers. How-
ever, it is essential to understand that while these models 
can adapt their outputs to different reading levels, they 
are not infallible and may occasionally produce content 
that is either too complex or too simplistic. Hence, while 
LLMs like ChatGPT can be powerful tools for enhancing 
health literacy, they should ideally be used in conjunc-
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Appendix A: Supplemental Material 
 

 

 

Figure S1. Word Count for Basic Prompts. Legend: Basic Prompts P0 “What is (are) {medical 
condition}” and P1 “Explain {medical condition} were tested through the LLMs. The word 
count of outputs is shown. 
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Figure S2. Word Count of output after running “Explain {} to a ____ grader” through each 
LLM. Legend: Each LLM was asked, "Explain {medical condition} to a __ grader." First- 
through twelfth-grade were tested by filling in the blank. A. The word count of outputs is 
depicted for each LLM. From top to bottom, GPT-3.5, GPT-4, Bing, and Bard are depicted. B. 
Word counts for each LLM from panel A are set side to side for comparison between LLMs. 
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Figure S3. Word Count of output after running “Explain {} at a ____- grade reading level” 
through each LLM. Figure Legend: Each LLM was asked, "Explain {medical condition} at a 
__-grade reading level." First- through twelfth-grade were tested by filling in the blank. A. The 
word counts of outputs is depicted for each LLM. From top to bottom, GPT-3.5, GPT-4, Bing, 
and Bard are depicted. B. Word counts for each LLM from panel A are set side to side for 
comparison between LLMs. 

 


