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Introduction

Since the beginning of the pandemic in 2020, there were 
numerous conspiracy theories circulating in online commu-
nities about the origin of COVID-19. For example, some 
suggested that the virus was created by the Chinese govern-
ment intentionally to attack the West. Others posited that the 
pandemic was a hoax encouraged by domestic elites to legiti-
mize draconian measures to control the population (see 
Imhoff & Lamberty, 2020). The objective of this study is to 
understand whether hate speech against different adversaries 
identified by online conspiracy communities is associated 
with country-specific responses to the virus.

We address this research objective by examining the dis-
cussions on one of the largest and most active Italian con-
spiracy Telegram channels: La Cruna dell’Ago. This is a 
meaningful case study for three reasons. First, Italy was the 
first Western country to experience a significant number of 
infections in early 2020 immediately after the virus was 
detected in Wuhan (Fanelli & Piazza, 2020). This makes 
Italy a useful context to assess how domestic conspiracy 

communities reacted to the pandemic when little was known 
about the virus. Second, Telegram is a valuable environment 
to examine hate speech because it has limited content-mod-
eration policies: it only bans messages promoting violence 
on public channels and illegal pornographic material. As a 
result of these narrow policies, Telegram has become an 
important platform where conspiracy theorists and hate 
groups gather (Guhl & Davey, 2020), attracting more users 
after centrally controlled networks such as Twitter, Facebook, 
or YouTube increased their de-platforming efforts against 
hate speech and other crimes (Innes & Innes, 2021). Third, 
the channel La Cruna dell’Ago is a valuable case study 
because of its prominence in the Italian context: it was 
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created by Cesare Sacchetti, a notorious conspiracy theorist 
and one of the top five super-spreaders of online misinforma-
tion about COVID-19 in Europe, and it attracted thousands 
of active users (see McDonald et al., 2020).

Previous research has considered the impact of trigger 
events on hateful content online such as riots (Bliuc et al., 
2019), rallies (van der Vegt et al., 2021), terrorist attacks 
(Burnap et al., 2014; Williams & Burnap, 2015), and politi-
cal elections (Müller & Schwarz, 2018; Scrivens et al., 2020; 
Siegel et al., 2018). It is well documented that the COVID-19 
pandemic triggered an increase in conspiracy theories circu-
lating online (Fan et al., 2020; Velásquez et al., 2020) and a 
wave of COVID-19-related hate speech against targets such 
as Asian and Jewish minorities online in particular (Croucher 
et al., 2020; Ziems et al., 2020). We contribute to this grow-
ing body of research by looking at the pandemic not as a 
homogeneous event, but rather as a process made of different 
phases marked by country-specific responses to the virus 
(e.g., lockdowns and re-openings). Specifically, we investi-
gate how lockdowns and re-openings are associated with 
increases in online hate speech against different adversaries 
identified by different conspiratorial narratives.

This study contributes to the empirical literature on the 
spread of extreme right-wing misinformation on Telegram 
(e.g., Gallagher & O’Connor, 2021; Walther & McCoy, 
2021) as well as the interconnections between far-right actors 
(Urman & Katz, 2020) and mobilization efforts there (Guhl 
& Davey, 2020). In what follows, we define conspiracy theo-
ries and describe their symbiotic relationships with hate. We 
then review the key conspiracy theories associated with 
COVID-19 that circulate in the Telegram channel we exam-
ine in the current study, as well as the Italian context during 
the first year of the pandemic. Finally, we describe the 
research questions guiding the current study, data and meth-
ods, and study results, followed by a discussion of the theo-
retical implications of our findings.

Online Hate and Conspiracy Theories

Hate—defined as an intense, sustained, and stable dislike of 
the target (Allport, 1954)—is the fundamental force motivat-
ing hate speech. There is enormous variation in the defini-
tions of hate speech (Vergani et al., 2022), but all 
fundamentally refer to the expression of hatred toward par-
ticular people and groups, which implicitly or explicitly stig-
matizes them and depicts them as undesirable and a legitimate 
object of hostility (Parekh, 2006). When hate speech takes 
place online, it is often referred to as cyberhate or online hate 
(Costello et al., 2019), and when hate speech targets specific 
identities (e.g., racial minorities), it can be referred to with 
terms like cyber-racism (Bliuc et al., 2018). In all its forms, 
hate speech aims to preserve unequal power relationships by 
denigrating out-groups while simultaneously bolstering the 
superiority of the speaker and reinforcing the discrimination 
and marginalization of the target (Burch, 2018).

Conspiracy theories can be defined as attempts to explain 
the causes of socio-political events with claims of a “secret 
plot by two or more powerful actors” (Douglas et al., 2019, 
p. 4). Conspiracy theories have been present in both modern 
and traditional societies (see West & Sanders, 2003), and 
large portions of the human population believe in at least one 
conspiracy theory. For example, Oliver and Wood (2014) 
found that half of the American population consistently 
endorses at least one conspiracy theory and that belief in 
conspiracy theories is widespread across the ideological 
spectrum. Conspiracy theories are not monolithic and static 
(Dean, 2000; Klein et al., 2018). As Byford (2014) suggests, 
they are dynamic and historically contingent sets of beliefs 
that are flexibly drawn upon, modified, debated, and applied 
to novel circumstances in the course of everyday sense-mak-
ing practices. In social media, conspiracy theories can be 
conceptualized as an assemblage of arguments, images, and 
interpretations shared by individuals who constantly contrib-
ute to developing and adding new parts to the main plot. 
Research suggests that believing in one conspiracy theory is 
one of the strongest predictors of believing in other conspir-
acy theories (Douglas et al., 2019; Goldberg, 2008; Spark, 
2000). This happens because conspiracy theories are based 
on the belief that important things are covered up, or hidden 
from the public, by powerful elites. For people who believe 
in one conspiracy theory, other conspiracies seem more plau-
sible (Douglas, 2021).

There is a natural affinity between conspiracy theories 
and online hate. Endorsing conspiracy theories is associated 
with intergroup hostility and anger (Jolley & Paterson, 2020; 
Ullrich et al., 2014), and conspiratorial thinking might serve 
as a core mindset to identify the enemies (Bilewicz & Sędek, 
2015; Jolley et al., 2020). Online communities of conspiracy 
believers tend to be isolated and to have a siege mentality 
(Swami & Furnham, 2014). Recent research conducted dur-
ing the COVID-19 pandemic found that hate speech on 
Twitter tends to be higher in clusters of users who are denser 
and more isolated from the rest of the users (Fan et al., 2020; 
Gruzd & Mai, 2020). Conspiracy theories identify an adver-
sary who is responsible for the theorists’ or the world’s mis-
fortunes. This is usually the government, but it can be “any 
group perceived as powerful and malevolent” (Douglas 
et al., 2019, p. 5). For example, previous research has exam-
ined conspiracy theories promoting hate against the Jews via 
centuries-old tropes like the Protocols of the Learned Elders 
of Zion (Bronner, 2003; Kofta et al., 2020).

COVID-19 Conspiracy Theories

In the first year of the COVID-19 pandemic, we propose that 
there were two main types of conspiratorial narratives about 
the origins of COVID-19: the first portrayed the COVID-19 
virus as created by foreign adversaries and the second as a 
hoax promoted by domestic adversaries. In European and 
North American contexts, the first type, which we refer to as 
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foreign-focused theory, was the idea that the virus was 
designed and released by the Chinese government intention-
ally to attack the West (Douglas, 2021; Huang & Liu, 2020). 
This was reinforced by the narrative of the “China virus” and 
“Wuhan virus” circulating in social media in the first months 
of 2020 and supported by political leaders like Donald Trump 
who extensively used these terms in public speeches (Darling-
Hammond et al., 2020). This narrative was associated with 
anti-Asian hate, which translated into a peak of online and 
offline victimization of Asian minorities in Europe, North 
America, and Australia (Kamp et al., 2021). This foreign-
focused theory was symmetrical to conspiracy theories circu-
lating in non-Western areas of the world blaming the West for 
COVID-19. For example, in Pakistan a popular conspiracy 
theory suggested that COVID-19 was created by the United 
States to attack the Muslim world (see Y. H. Khan et al., 
2020). This anti-Western conspiracy theory was linked with 
older conspiracies about the CIA using anti-polio vaccines to 
make Muslims infertile (see M. A. Khan & Kanwal, 2015).

The second type, which we refer to as domestic-focused 
theory, was the idea the pandemic was a hoax to allow politi-
cal elites within one’s country to pass unpopular and restric-
tive laws, with the ultimate aim to control the population 
(e.g., making vaccination mandatory to inoculate microchips 
hidden in vaccines) (Imhoff & Lamberty, 2020). Within this 
narrative, two professional categories played a key role: 
health professionals and journalists (Privitera, 2020). Both 
professional groups were accused of being used by powerful 
national elites to exaggerate the consequences of the pan-
demic by spreading (allegedly) false information about the 
risks of COVID-19 and the collapse of the healthcare sys-
tem. This conspiracy was associated with a wave of online 
hate against journalists, doctors, and nurses (Dearden, 2021) 
including documented episodes of real-world violence 
against them (e.g., Orellana, 2020).

The two types of COVID-19 conspiratorial narratives 
(foreign-focused and domestic-focused) were broadly com-
plementary but not alternative and tended to circulate in 
online communities that already shared pre-existing con-
spiratorial beliefs. For example, many adherents of the 
QAnon theory saw COVID-19 as a global hoax created by a 
mix of foreign and domestic adversaries, including the 
Chinese government, American and European politicians 
(Hannah, 2021). QAnon is an assemblage of far-right con-
spiracy theories that emerged in 2017, which holds that 
Donald Trump is waging a secret war against an interna-
tional cabal of satanic pedophiles, which include govern-
ment officials, the media, and the Hollywood elite (see 
Amarasingam & Argentino, 2020).

Although the QAnon narrative is mainly focused on US 
domestic politics and centered around the figure of Donald 
Trump, it has been spreading globally in 2020, including in 
non-English-speaking countries like Italy, Germany, and 
Brazil (Rauhala & Morris, 2020). Outside of the United 
States, QAnon adherents tend to concentrate their hate not 

only on pedophile networks but also on the global repercus-
sions of the alleged war between Donald Trump—seen by 
QAnon adherents as the hero—and his arch-enemies—such 
as Barack Obama and Hillary Clinton, who were often 
accused of conspiring against Trump together with national 
elites (Roose, 2021).

Importantly, the QAnon theory borrowed many of its ele-
ments from pre-existing conspiracy theories like the New 
World Order (NWO) theory (Amarasingam & Argentino, 
2020). Since the 1990s, the NWO theory has been mainly 
popular in right-wing and conservative Christian circles wor-
ried about a globalist takeover led by Jewish and left-wing 
elites (Spark, 2000). In short, the NWO theory alleges that a 
secretive elite—composed of powerful figures including 
Jews, progressive atheist socialist elites, financial elites, and 
bankers—wants to establish a totalitarian world government 
replacing nation-states (Goldberg, 2008).

The Italian Context During the First 
Year of the COVID-19 Pandemic

Italy was the first European country to experience a signifi-
cant number of COVID-19 infections in early 2020, which 
led to an initial peak of deaths around 21 March 2020 
(Fanelli & Piazza, 2020). In the first months of the pan-
demic, the reported mortality rate of the virus in Italy was 
between 4% and 8%, substantially higher than in China, 
where it was between 1% and 3% (Fanelli & Piazza, 2020). 
This was likely because the virus spread into retirement 
homes and because of the aging Italian population (Boccia 
et al., 2020). Italy declared the first extended lockdown on 9 
March 2020, which lasted until 18 May of that same year. 
The initial reaction of the Italian population was national 
unity, with public celebrations of healthcare workers as 
heroes, angels, and soldiers defending the Italian population 
from the virus (Arcolaci, 2020; Ceccarelli, 2020).

The Italian government relaxed the restrictive measures 
during the summer months (Comin & Partners, 2020). After 
the summer holidays, Italy experienced a new wave of infec-
tions, which lead to a second national lockdown from 6 
November, which lasted until the end of 2020 and continued 
into 2021. If in March Italy experienced a sharp increase in 
popular support for the government, with 62% of the public 
trusting Prime Minister Conte and his response to the pan-
demic, by November trust in the Prime Minister was down to 
45% (Stefanoni, 2020). One of the main drivers of the change 
in public sentiment was concern about the economic situa-
tion: Italians who were positive about the government’s mea-
sures to sustain the economy went down from 55% in March 
to 24% in November (Stefanoni, 2020).

Importantly, the perception of the health threat posed by 
the pandemic changed substantially during 2020: the per-
centage of Italians who believed that COVID-19 “killed only 
the elderly or people who are already ill” went from 15% in 
March to 39% in November (Stefanoni, 2020). According to 
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a national survey conducted at the end of October 2020, 
6.5% of Italians believed that the pandemic was fabricated to 
justify political and economic decisions (Bucchi & Saracino, 
2020). Similarly, the perception of healthcare workers started 
shifting from heroes to villains: a survey published in July 
2020 revealed that, out of a sample of 627 healthcare work-
ers, 25% reported at least 1 episode of discrimination and 
11.3% more than 10 episodes of discrimination (Cabrini 
et al., 2020). These ranged from refusal to assist healthcare 
workers in their daily needs (e.g., shopping, hairdresser) to 
property vandalism and physical assaults (Cabrini et al., 
2020). The incidents were likely motivated by fear of being 
infected (Cabrini et al., 2020) as well as the spread of con-
spiracy theories in which healthcare workers were seen as 
contributing to inflate the real dimension of the virus (see 
Fuschetto, 2020). In the second half of 2020, healthcare 
workers became the target of widespread hate on social 
media (Viafora, 2020), and on 2 November a famous graffiti 
celebrating healthcare workers in Milan was vandalized 
(Ranieri, 2020).

Data and Methods

In this exploratory study, we looked at whether and how the 
language used in the Telegram channel La Cruna dell’Ago 
changed over time during the year 2020. Specifically, we 
assessed whether the language changed before and after the 
key country-specific responses to the virus: (1) 9 March 
2020 (the beginning of the first lockdown); (2) 19 May 2020 
(the re-opening for the summer months); and (3) 6 November 
2020 (the beginning of the second lockdown). All messages 
written in the La Cruna dell’Ago Telegram channel were col-
lected from its inception on 7 February 2020 until 31 
December 2020. Data were downloaded as an HTML file 
using the Telegram desktop app (capturing only text) and 
consisted of 239,711 messages from 4,023 users. At the time 
of access, La Cruna dell’Ago was a public channel: it was 
open to anyone requesting access without limits and all users 
were granted access to view, download content, and post 
messages. We accessed the group as observers and remained 
in the group until the end of 2020, regularly observing the 
group’s interactions. The observation of the channel activi-
ties and the regular reading of content posted in the online 
community were crucial to understand the context, to guide 
the automated text analyses and the interpretation of the 
results. In this section, we provide detail about the interac-
tions between observational and automated text analysis 
methods.

Data Pre-Processing

Pre-processing was adapted to the diverse nature of posts and 
the needs of the text classification model described below, 
which uses AlBERTo (Polignano et al., 2019), the Italian lan-
guage version of the popular BERT model (Devlin et al., 

2018). AlBERTo is language specific and, like BERT, cannot 
process some longer messages. Furthermore, one message 
may contain claims about different narratives. Hence, we 
first removed the small subset of messages that were not in 
Italian using a language identifier (Lui & Baldwin, 2011) and 
then divided the remaining messages into sentences using 
the pre-trained Italian language model in the Python package 
spaCy.1 In addition, we removed sentences: (1) with no 
words (corresponding to videos and images not stored by 
Telegram); (2) only containing URLs (after storing them 
separately for reporting the key sources); (3) that were auto-
mated messages from user “Group Help”; and (4) were less 
than 10 characters. After filtering the data, the remaining 
dataset has 2,718 users, 155,073 messages, and 298,125 sen-
tences, with a mean of 12.46 words per sentence.

Topic Modeling

To identify the key topics discussed in the Telegram channel, 
we used top2vec, which represents documents and words as 
vectors (i.e., long series of coordinates). In other words, 
top2vec places documents in a “semantic space” where 
closer documents are closer in meaning. A cluster of docu-
ments is then understood to be a potential topic (see Angelov, 
2020). Top2vec and related approaches have been exten-
sively used in research related to online discourses, including 
research on COVID-19 and vaccine hesitancy (Ghasiya & 
Okamura, 2021). Top2vec’s key difference to other topic 
modeling tools (e.g., Latent Dirichlet Allocation [LDA]) is 
that it does not require a predetermined number of topics to 
search (k value). This is particularly valuable when conduct-
ing exploratory analysis of social media text, which need not 
conform to any particular set of categories.

While document clustering performs better than ordinary 
bag-of-words approaches on notoriously difficult social 
media data (Curiskis et al., 2020), sentence-length “docu-
ments” can yield many, very similar clusters that must be 
further processed. Hence, we create standard “documents” 
by merging contiguous sentences into chunks of approxi-
mately 100 words. Once top2vec has created the semantic 
space and identified clusters, it generates a list of words asso-
ciated with each cluster for human interpretation. Finally, it 
associates each 100-word document to the closest cluster 
based on spatial distance. We evaluated these word lists and 
assigned reasonable labels to them. Most lists have a very 
apparent theme that is consistent with the discussions we 
observed in the Telegram channel. Only 15 out of the 196 
detected by the model had no clear theme. Through an itera-
tive process of random sampling the labeled documents, and 
drawing on subject matter expertise, we grouped these labels 
(and their corresponding documents) into the final topics. We 
removed any documents that were not close enough to any 
cluster (spatial distance score < 0.2). Also excluding the clus-
ters left unlabelled, overall we labeled 88% of the conversa-
tions by length.
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The six most common topics as a proportion of the length 
of all messages with meaningful topics included: elites and 
conspiracies (keywords include “masonry,” “aliens,” 
“Gates,” “chemtrails,” “Mossad”), banks and finance (key-
words include “debt,” “cash,” “banks,” “economic,” 
“fund”), illness (keywords include “mortality,” “lethality,” 
“deceased,” “contagion,” “respirators”), religion (keywords 
include “church,” “Jesus,” “Christ,” “Benedict,” “Prophet”), 
social control (keywords include “Zuckerberg,” “censor-
ship,” “Apple,” “tracking,” “drones”), and US politics (key-
words include “Trump,” “Biden,” “Pence,” “election,” 
“fraud”).

Hate Speech Analysis

To detect hate speech, we used the text classification model 
of the Innovative Monitoring Systems and Prevention 
Policies of Online Hate Speech (IMSyPP)2 project. The 
model classifies each input into one of four classes: accept-
able, inappropriate (containing swearing that is not abusive 
in nature), offensive (containing degrading and insulting lan-
guage targeting a group), and violent speech (containing ref-
erences to violence against a group) (Kralj Novak et al., 
2021).3 Table 1 reports examples of each category of sen-
tences detected in our dataset.

To ensure that the IMSyPP was a valid tool to capture hate 
speech in our dataset of Telegram messages, we used two 
different approaches. First, we cross-checked the IMSyPP 
with the Complex Networks Research Group (CNERG) 
model (Aluru et al., 2020), which was trained to distinguish 
hate speech from non-hate speech in a range of languages. As 
the IMSyPP and the CNERG models measure equivalent 
concepts and both distinguish between hate speech and non-
hate speech, their agreement gives us confidence about the 
overall performance of the IMSyPP labeling. The two mod-
els agreed with 82% of the sentences categorized as accept-
able by the IMSyPP labeled “non-hate” by the CNERG, and 
84% of the sentences categorized as “violent” by the IMSyPP 
labeled “hate” by the CNERG (see Table 2). Second, we 
extracted and manually coded a randomly selected sample of 
100 sentences per label type “acceptable,” “inappropriate,” 

“offensive,” and “violent” (total sample = 400 sentences). We 
then compared the IMSyPP labels with the manually coded 
labels. The results indicate a good performance for indi-
vidual classes “acceptable” (F1 = 0.86), “inappropriate” 
(F1 = 0.86), “offensive” (F1 = 0.93), and “violent” (F1 = 0.86). 
The overall accuracy coefficient of the IMSyPP model on the 
manually labeled sentences is Acc = 0.87, 95% CI = [0.84, 
0.90]. Our results were in line with those reported by the 
model creators for the same purpose of detecting hate speech 
as ourselves in two separate papers looking at YouTube com-
ments (Cinelli et al., 2021) and Tweets (Evkoski et al., 2021). 
Overall, the comparison between the IMSyPP and the 
CNERG models, and the comparison between the IMSyPP 
and our manually annotated set, gives us confidence that the 
IMSyPP model was a valid tool to detect hate speech in our 
dataset of Telegram messages.

Hate Speech Targets

Based on our observation of the discussions in the Telegram 
channel, we identified the main adversaries associated with 
each of four conspiratorial narratives: “China,” “Chinese,” 
and “Wuhan” for the foreign-focused theory; “doctors,” 
“nurses,” and “journalists” for the domestic-focused theory; 
“Jews,” “banks,” and “finance” for the NWO theory; “pedo-
philes,” “Obama,” and “Clinton” for the QAnon theory. We 

Table 1. Examples of Acceptable, Inappropriate, Offensive, and Violent Speech.

Category Examples (Italian language) Examples (English translation)

Acceptable Al suo apice, una carriola piena di banconote, per 
l’equivalente di 100 miliardi di marchi, non bastava a 
comprare nemmeno un tozzo di pane.

At its peak, a wheelbarrow full of banknotes, for the 
equivalent of 100 billion marks, was not enough to 
buy even a loaf of bread.

Inappropriate Quel che é certo é che tutta questa storia puzza e che 
il fanatismo creatosi attorno a sto cazzo si vaccino sta 
raggiungendo punte da integralismo religioso.

What is certain is that this whole story stinks and 
that the fanaticism created around this fucking vaccine 
is reaching peaks of religious fundamentalism.

Offensive Questa è malata di mente . . . sta li con uno straccio 
sulla faccia e non si capisce che dice.

She is mentally ill . . . she stands there with a rag over 
her face and it’s not clear what she says.

Violent Questi BISOGNA ucciderli These MUST be killed.

Table 2. Comparison Between IMSyPP and CNERG Models.

IMSyPP CNERG Percentage of sentences 
in each category

Acceptable Hate 18%
Acceptable Non-hate 82%
Inappropriate Hate 78%
Inappropriate Non-hate 22%
Offensive Hate 63%
Offensive Non-hate 37%
Violent Hate 84%
Violent Non-hate 16%

IMSyPP: Innovative Monitoring Systems and Prevention Policies of Online 
Hate Speech.
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avoided targets like “government,” “politician,” “leftist,” 
“communist,” or “masonry” because they are key targets 
shared across too many different narratives. Instead, we 
decided to focus on targets that allowed us to distinguish 
between different conspiracy theories. For example, looking 
at targets like “Jews,” “banks,” and “finance” allowed us to 
measure whether the Telegram channel discussions focused 
on adversaries identified by more traditional (i.e., NWO) as 
opposed to more contemporary (i.e., QAnon) conspiracy 
theories. For each adversary, we matched all occurrences 
(after lower-casing) of a theoretically and observationally 
informed list of synonyms and variations of the words in 
Italian, including slang (e.g., for China we included “Cina,” 
“cinesata,” “filocinese”; for Jew we included “ebreo,” 
“ebrei,” “ebrea,” “giudeo,” “giudea”).

Analysis Plan

This was an exploratory study aimed at generating hypothe-
ses. As a result, our primary focus was on providing a descrip-
tion of the trends that we identify in the data and notably the 
differences in four distinct periods, namely: (1) the period 
before the first lockdown (4 weeks); (2) the period of the first 
lockdown (11 weeks); (3) the period in between lockdowns 
(24 weeks); and (4) the period of the second lockdown 
(9 weeks). We note that each period contains different levels 
of our measured variables, which are hate targets mentions 
and topic occurrence. To statistically verify this point, we 
estimated the mean of the weekly measured outcomes for 
each period and the differences between periods using a linear 

mixed model. The model included period as the independent 
categorical variable and assumed an autoregressive process 
with lag defined using an autocorrelation plot with Bartlett’s 
95% confidence bands. Sidak’s adjusted p-values for pairwise 
comparisons between periods are reported.

Results

Descriptive Information of the Sample

Figure 1 includes descriptive information about the sample 
(i.e., total number of messages over time and the proportion 
of messages produced by top posters) and shows some 
macro-level patterns in the data. First, the channel activity 
increased over time and reached its peak during the second 
lockdown. Second, if a large portion of the group activity 
was driven by top posters during the first months of 2020, 
there was a noticeable increase in grassroots engagement 
especially during the second lockdown. Third, it is interest-
ing to notice that the creator of the Telegram channel, Cesare 
Sacchetti, was the second top poster. The first top poster was 
a user who displayed both the Italian and the US flags in 
their username, which suggests a key focus on US issues 
and topics.4 Fourth, the content shared in the Telegram chan-
nel mainly originated from mainstream social media (e.g., 
YouTube, Facebook, and Twitter). Here, we found 22,367 
raw URLs, compared to 40,986 URLs shared with a mes-
sage, over the course of the year. The first source of URLs 
was YouTube (8,715), followed by Twitter (7,659), Facebook 
(2,709), and other Italian websites.

Figure 1. Messages over time.
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Topic Modeling

Figure 2 shows that the discussions about “illnesses”—which 
revolved around the health issues associated with COVID-
19—clearly peaked just before the beginning of the first 
lockdown. This is confirmed by the statistical analysis, 
which showed that the mean of the weekly proportion of 
conversations about illness was significantly higher in the 
weeks before the first lockdown (Period 1) compared to the 
period in between lockdowns (Period 3, p = .045) and the 
second lockdown (Period 4, p = .011) (Table 3). Additionally, 
Figure 2 shows that the discussions about US politics peaked 
just after the beginning of the second lockdown. Consistently, 
the statistical model revealed that the mean of the weekly 
proportion of conversations about US politics was signifi-
cantly higher in the weeks of the second lockdown (Period 4) 
than in the rest of the year (p < .001 for all comparisons; 
Table 3).

Detecting Hate Speech

Using the IMSyPP model to detect hate speech, Figure 3 
shows the proportion of sentences containing inappropri-
ate, offensive, and violent speech in the dataset. Figure 3 
shows that there was an overall increase in offensive speech 
across 2020. The increase took place during the first lock-
down, and levels remained high across the whole year. A 
similar trend can be observed for inappropriate and violent 
speech, although less noticeable.

In examining the extent to which adversaries were dis-
cussed in the sample as they relate the four conspiracy theo-
ries (foreign-focused, domestic-focused, NWO, QAnon), 
Figure 4 shows two visually noticeable trends: first, there 
was a dramatic increase in the frequency of discussions 
about domestic-focused adversaries right before the begin-
ning of the second lockdown, with the mean count of 
domestic hate targets during the second lockdown (Period 

Figure 2. Most common topics.
Top six most common topics discussed in the Telegram channel as a proportion of the length of labeled text, averaged weekly.

Table 3. Estimated Mean of the Weekly Proportion of Conversations About Illness and US Politics by Period.

Outcome Period 1 Period 2 Period 3 Period 4 1 vs 2 1 vs 3 1 vs 4 2 vs 3 2 vs 4 3 vs 4

 Mean (standard error) p-value (Sidak’s adjusted)

Illness 0.291 (0.038) 0.203 (0.024) 0.181 (0.017) 0.147 (0.026) .240 .045 .011 .967 .524 .858
US politics 0.055 (0.016) 0.03 (0.009) 0.056 (0.006) 0.251 (0.01) .732 1.000 <.001 .105 <.001 <.001

Period 1: pre-lockdown; Period 2: lockdown 1; Period 3: in between lockdowns; Period 4: second lockdown.
Estimates and p-values obtained under a linear mixed model with autocorrelation structure lag(2) for US politics and lag(1) for illness.
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4) significantly higher than in the other three periods (com-
pared to Period 1, p = .02; Period 2, p < .001; Period 3, 
p = .007; Table 4). Second, the figure shows that the for-
eign-focused adversaries (i.e., China) were discussed with 

the most frequency before the first lockdown (i.e., the 
month of February 2020, Period 1) and during the second 
lockdown (Period 4) compared to both Period 2 and Period 
3 (see Table 4). There were no significant differences 

Figure 3. Evolution of inappropriate, offensive, and violent speech over time.
Presented as a proportion of sentences labeled over all sentences in each week.

Figure 4. Counts of keywords capturing adversaries in each conspiratorial narrative.
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between Period 1 and Period 4, and between Period 2 and 
Period 3.

Looking at the intensity of hate against different targets, 
Figure 5 suggests that offensive speech against targets identi-
fied by the foreign-focused theory is highest before the first 
lockdown. Consistently, the weekly proportion of sentences 
mentioning foreign adversaries and offensive speech was 
significantly higher in the weeks before the first lockdown 
than in the rest of the year. After the first lockdown, offensive 
speech against domestic adversaries tended to be higher than 
offensive speech against other adversaries.

Discussion

The primary contribution of our study is to show that a 
complex and protracted event like the COVID-19 pan-
demic needs to be disaggregated by country-specific 
responses (e.g., lockdowns and re-openings), which can 

present different associations with online hate speech 
against various targets depending on the social and politi-
cal context. While previous research considered the pan-
demic as a homogeneous event triggering hate speech 
against one target group (e.g., Asian or Jewish minorities) 
(Croucher et al., 2020; Ziems et al., 2020), we found het-
erogeneous associations between hate speech against dif-
ferent targets and policy responses to the virus. Overall, 
our exploratory study suggests that, when COVID-19 was 
perceived by the Telegram channel members as a signifi-
cant health threat (hence the discussion about illness), the 
hate speech primarily targeted China reflecting a foreign-
focused conspiracy theory. When the health threat became 
less salient in the channel’s conversations, the conspirato-
rial narratives, the topics of discussion, and the targets of 
hate speech aligned with a domestic-focused conspiracy 
theory associated with US-related themes. These are 
hypotheses that should be explored in future research.

Table 4. Estimated Mean of the Weekly Count of Sentences Mentioning Domestic and Foreign Adversaries by Period.

Outcome Period 1 Period 2 Period 3 Period 4 1 vs 2 1 vs 3 1 vs 4 2 vs 3 2 vs 4 3 vs 4

 Mean (standard error) p-value (Sidak’s adjusted)

Domestic 75.8 (44.2) 91.2 (32.7) 158.5 (25.2) 281.1 (35.7) 1.000 .432 .002 .319 <.001 .007
Foreign 150.6 (21) 49.4 (12.9) 58.1 (8.8) 113.3 (14.2) <.001 <.001 .597 .994 .005 .006

Period 1: pre-lockdown; Period 2: lockdown 1; Period 3: in between lockdowns; Period 4: second lockdown.
Estimates and p-values obtained under a linear mixed model with autocorrelation structure lag(2) for US politics and lag(1) for illness.

Figure 5. Inappropriate, offensive, and violent speech against adversaries.
Labeled sentences are allocated to each narrative by the presence of keywords.
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Gottschalk’s (2017) criminological concept of conve-
nience and social identity theory applied to political groups 
(Huddy, 2001) provide insights into why some conspiracy 
theories gained traction and others lost popularity over time 
in the Italian-themed Telegram channel. Online conspiracy 
communities need adversaries to blame for the misfortunes 
of their group (e.g., their country, their ethnic, racial or reli-
gious group) (Bilewicz & Sędek, 2015; Jolley et al., 2020). 
In a new and rapidly changing context, like the first year of 
the COVID-19 pandemic, the Telegram channel users rap-
idly shifted from one conspiracy theory/adversary to another, 
in order to maintain the othering narrative aligned with the 
issues that were more salient in the social and political con-
text. Shifting the adversary and target of hate was dictated by 
convenience because it was a response to different public 
opinion and perceived threats to the group’s political identity 
(Huddy, 2001) during 2020. China (a foreign power) was 
convenient to blame in a context of national unity and when 
the health threat of COVID-19 was most salient (Arcolaci, 
2020). Domestic elites were convenient to blame in a social 
and environmental context of decreasing support for domes-
tic elites and lockdowns (Ceccarelli, 2020; Stefanoni, 2020).

Previous research suggests that events of social and politi-
cal significance such as elections (Müller & Schwarz, 2018) 
and terrorist attacks (Burnap et al., 2014) can trigger waves 
of online hate speech. COVID-19 lockdowns and re-open-
ings have been perceived as political events in Western 
democracies, which have experienced an ideological split in 
the support for COVID-19 policy responses with conserva-
tives being opposed and liberals being in favor of restrictions 
(Han et al., 2020). This is likely the reflection of conserva-
tive elites endorsing COVID-19-related conspiracy theories, 
including the idea—especially in the United States—that 
COVID-19 was being used to attack President Trump 
(Uscinski et al., 2020). Our study detected a general increase 
in hate speech in the Italian-themed Telegram channel over 
the course of the pandemic in 2020. The hate speech levels 
increased during the first lockdown and did not return to pre-
lockdown levels for the remainder of the year. This finding 
aligns with previous research, which showed that the 
COVID-19 pandemic triggered an increase in online hate 
speech (Croucher et al., 2020; Ziems et al., 2020).

Previous research has found that cultural worldviews 
adapt to the changing social, cultural, and economic environ-
ment over long periods of time (Ornatowski, 1996) and that 
conspiracy theories are often interpreted by the communities 
that adopt them as well as are adapted to different local cul-
tures (Byford, 2014; Swami, 2012). By uncovering that the 
discussions in the Telegram channel shifted their main focus 
from foreign adversaries (i.e., China) to domestic adversaries 
(i.e., journalists and healthcare workers) between March and 
November 2020, our findings suggest that the conspiracy 
theories circulating in online communities can adapt to the 
social and political context over a relatively short period of 
time (i.e., months). Additionally, by showing that elements 

of multiple conspiracy theories (including foreign focused, 
domestic focused, QAnon, and NWO) coexist but also show-
ing their importance can vary significantly over the course of 
2020, we show that the culture of online communities of con-
spiracy theorists is a dynamic set of ideas made of moving 
parts that gain (or lose) dominance over time. In the Italian-
themed Telegram channel, numerous conspiracy theories 
coexisted simultaneously and were circulated during the 
pandemic in 2020. Various conspiracy theories formed layers 
that build on top of each other: they included deeper layers of 
classic conspiracy theories like the NWO, and more contem-
porary layers such as QAnon, domestic-focused and foreign-
focused conspiracies about the origin of COVID-19.

The relevance of the discussions about the US elections in 
the Italian Telegram channel (i.e., it was the most discussed 
topic during the second lockdown, and the top poster of the 
Telegram channel had both Italian and US flags in their user-
name) suggests that channel members were invested in US 
politics, and—also based on the research team’s observa-
tions—that US-based conspiracy theories (i.e., QAnon) were 
circulating there. Consistently, we detected a small but sig-
nificant increase in hate speech against QAnon targets (i.e., 
Obama, Clinton, pedophiles) alongside domestic targets 
(i.e., journalists and healthcare workers). More research is 
needed to understand the contagion effect of the US election 
and the QAnon narrative at a global level, and how that 
might have changed—in the short, medium, and long term—
the content of the conspiratorial narratives and the adversar-
ies in global contexts. It is important to note that the beginning 
of the second lockdown took place only 3 days after the US 
presidential election, which might have been a trigger event 
for discussions about US politics, too.

Limitations and Ethical Considerations

A limitation of this study is that we attempted to distinguish 
between different conspiracy theories (foreign-based, 
domestic-based, QAnon, and NWO) that—although concep-
tually distinct and broadly complementary—present many 
overlaps and were sometimes conflated and merged by mem-
bers of the Telegram channels. For example, some Telegram 
channel users (including Sacchetti) wrote that China was 
plotting with the Italian secret service against Trump using 
the pandemic as a weapon to strengthen a global elite of 
pedophiles. Often, conspiracy theories are not mutually 
exclusive; rather, they can coexist and merge one into another 
because they share the same adversaries, which become 
common targets of hate. For example, QAnon and the NWO 
conspiracies target domestic politicians and secret elites such 
as the masonry and the Illuminati (Amarasingam & 
Argentino, 2020; Barkun, 2013; Imhoff & Lamberty, 2020). 
Satan-worshippers and communists are key adversaries in 
both the NWO and the QAnon conspiracy theories 
(Amarasingam & Argentino, 2020). Adversaries identified 
by the NWO theory (“Jews,” “banks,” and “finance”) might 
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also identify adversaries within the QAnon theory, and 
potentially also within the domestic-focused and foreign-
focused theories. This overlap exists because the NWO was 
a blueprint for QAnon, as well as many other contemporary 
conspiracy theories (Amarasingam & Argentino, 2020). For 
these reasons, we had to exclude from our data collection 
adversaries that were shared across different conspiracy the-
ories (i.e., “government,” “politicians,” “leftists,” “commu-
nists,” or “masonry”). Future studies should attempt to 
identify building blocks of different conspiratorial narratives 
and track their evolution and interactions over time.

We acknowledge that conducting research on social media 
data is a gray area for research ethics because the users did not 
explicitly consent for their data to be used, and because they 
might not have anticipated that their data could be used for 
research purposes. For this reason, we do not provide any 
individual-level data attached to this publication. The 
Telegram channel that we analyzed was a public channel: it 
was open to anyone, its name appeared in Italian mainstream 
media, it was large (over 4,000 users), and there were no dis-
claimers or limitations on the use of data. The Telegram pri-
vacy guidelines state, “like everything on Telegram, the data 
you post in public communities is encrypted, both in storage 
and in transit—but everything you post in public will be 
accessible to everyone.”5 We provided aggregate analyses of 
the users’ language, and there is no way that any user could be 
re-identified from our analyses. The only user that we named 
is the Telegram channel creator, Cesare Sacchetti, who is a 
high-profile public figure in the Italian conspiracy milieu and 
has been named multiple times in conspiracy-related research 
(e.g., McDonald et al., 2020). We believe that providing his 
name—and explaining who he is—provided important con-
text to understand the origins of the Telegram channel.

Conclusion

Online communities like the one that we explored in this 
study are hotspots for polarizing opinions. Individuals who 
belong to groups that endorse conspiracy theories tend to 
have a siege mentality (Fan et al., 2020; Gruzd & Mai, 
2020). In the Telegram channel, this is demonstrated by 
“social control” being one of the main topics of discussion, 
with users intensively discussing the issues of censorship 
and control that they perceive to be motivated by obscure 
conspiratorial goals. This siege mentality, the separation 
from the rest of society, and the associated mindset create a 
fertile ground for the sharing of deliberately false and 
implausible materials that are uncritically distributed (Bessi 
et al., 2015). Whether—and to what extent—this process of 
polarization might translate into real-world harm is an 
important question that needs to be explored by both aca-
demics and practitioners working in violence prevention.

We believe that this study is a potential warning signal for 
government and non-governmental organizations that work 
on preventing and mitigating real-world hate. Different 

conspiracy theories are associated with different behavioral 
and attitudinal outcomes (Oleksy et al., 2020, 2021). Imhoff 
and Lamberty (2020) found that depending on whether 
COVID-19 is believed to be a hoax or human-made, partici-
pants in the United States, the United Kingdom, and Germany 
indicated less compliance with government responses and 
more engagement in self-reported behavior targeting per-
sonal benefits of the crisis. Previous research established 
that—at an aggregate level—online hate speech is associated 
with episodes real-world violence (Williams et al., 2020). 
Therefore, our findings warn about the potential for an 
increase in real-world violence against professional groups 
like journalists and healthcare workers.
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Notes

1. https://spacy.io/.
2. See http://imsypp.ijs.si/.
3. For its Italian version, the model was trained on 119,670 

YouTube comments and tested on an independent test set 
of 21,072 YouTube comments. See https://huggingface.co/
IMSyPP/hate_speech_it.

4. The top posters were anonymized in Figure 1.
5. https://telegram.org/privacy#1-introduction.
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