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Abstract
Growing numbers of artificial intelligence applications are being developed and applied to pathology and laboratory medicine.
These technologies introduce risks and benefits that must be assessed and managed through the lens of ethics. This article
describes how long-standing principles of medical and scientific ethics can be applied to artificial intelligence using examples from
pathology and laboratory medicine.
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Introduction

Artificial intelligence (AI) is transforming society and health

care. Expanded access to computing power and large digital

data sets has created the ideal conditions for technologic and

business innovation not seen since the industrial revolution.

There is great enthusiasm for the potential of these AI tools

to transform and improve health care.1 This is reflected in

efforts by pathology and laboratory medicine professionals

both to enhance the practice of pathology and laboratory med-

icine and to advance medical knowledge based on the data that

we generate.

Artificial intelligence encompasses a wide range of machine

learning (ML), deep learning, and other analytic tools derived

from statistics and computer science. In most cases, AI appli-

cation developers use real-world data sets to “train” their

applications to generate the desired output. Applications are

ideally validated using separate real-world data sets to assess

the accuracy and generalizability of the AI output. In pathology

AI, for example, a training or validation data set might consist

of digitized microscopic images together with the associated

diagnoses as assessed by human expert pathologists.

There are growing concerns regarding unintended negative

impacts of these technologies.2 In some respects, AI applica-

tions have proliferated faster than social norms and regulations

have been able to evolve in response to such innovation. Serious
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questions have been raised about privacy, safety, and fairness. In

the case of health care, social and ethical expectations are par-

ticularly high, as reflected both in popular culture messaging and

health care regulations. It is therefore important that we create

systems, processes, and pipelines to ensure the ethical develop-

ment and use of AI in health care.1,3

Pathology and laboratory medicine represent a large and

important setting for employing health care AI. Clinical labora-

tories performing in vitro diagnostic tests (including histo-

pathologic diagnosis) constitute one of the largest single

sources of objective and structured patient-level data within

the health care system.4-6 Pathologists and other laboratory

professionals have deep expertise in the science of both speci-

men analysis and the application of laboratory results to patient

care. They are also accountable for the safe and reliable appli-

cation of diagnostic testing. Lastly, pathologists and laboratory

professionals are highly expert in managing systems, both stra-

tegically and operationally. They are experts in applying novel

technologies for the delivery of safe, high-quality health care at

a health system level. It is thus natural that pathologists and

other laboratory professionals should play a leading role in

pathology AI from both an innovation perspective and a stew-

ardship/governance perspective. This principle applies not just

to AI applied within a pathology setting, such as histopatholo-

gical image analysis, but rather to all health care AI that relies

on laboratory data. Examples include genetic and genomic

analysis, clinical predictive analytics based on routine labora-

tory findings, and continuity-of-care applications. It is also

important for laboratorians to understand that there are key dif-

ferences between the medical and tech cultures. For example,

technology companies tend to prioritize nimbleness as reflected

in Facebook’s former motto “Move fast and break things,”7

whereas in health care, the premise is to be more cautious and

proceed without doing harm. The tech industry prioritizes speed

in bringing a minimum viable product to market with just

enough features to satisfy early customers, whereas medicine

and academia prefer products with validated claims based on

published peer-reviewed data.

This article is intended to provide guidance to pathologists

and other laboratory professionals for the ethical development,

validation, and implementation of medical AI applications in

pathology and laboratory medicine. This includes, but is not

limited to, the following:

� Stewardship of patient data

� Development of software applications

� Validation of applications for clinical use

� Scientific study and publication of AI applications

� Development of institutional policies and processes

� Management of external business relationships

The first portion of this document explains key ethical prin-

ciples and illustrates how they apply to AI within pathology

and laboratory medicine. The second portion of this document

covers accountability related to personal, institutional, and

commercial entities.

It is hoped that this document will inform development of

organizational policies and procedures related to AI, including

those related to engagement with external business partners. It

is further hoped that the principles in this document may be of

use to regulatory agencies as they consider new approaches to

legal oversight of these technologies.

Ethical Foundations

Ethics in medicine, scientific research, and computer science

all have deep academic roots. This article does not attempt to

provide a comprehensive history but rather a summary of these

intellectual traditions. The foundational principles of medical

ethics as articulated by Beauchamp and Childress are auton-

omy, beneficence, nonmaleficence, and justice8 (Table 1).

Autonomy means that each person has the right to make

decisions related to their own body and their own personal

information. Beneficence means that systems and actions need

to have a reasonable expectation of benefit to the patient and of

not harming the patient (nonmaleficence). Justice means that

systems need to attend to the fair distribution of benefits and

risks across all impacted populations.

Scientific ethics include the values of creating knowledge,

sharing knowledge broadly and openly, and scientific integrity

(rigor and honesty). The ethics of clinical research is a subset of

medical ethics. The Belmont Report in 1979 articulated the

basic principles of clinical research ethics in the United States,

Table 1. Ethical Principles Relevant to AI.

Core principle Description

Patient autonomy (respect for persons) Acknowledging patients have decision-making capacity
Stewardship and use of personal health information
Informed use of AI for clinical care

Beneficence and nonmaleficence Realistic prospect of benefit for the patient
Minimize potential patient harm

Justice Equitable distribution of costs, risks, and benefits across populations
Scientific inquiry
Validation
Scientific integrity

Creating knowledge and sharing knowledge
Analytical validity, clinical utility, safety of intended use
Scientific design, adherence to research best practices, transparency, managing competing interests

Abbreviation: AI, artificial intelligence.
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those being respect for persons, beneficence, and justice.9

Properly governed science contributes to respect for persons,

beneficence, and justice, not just through minimizing risks of

harm or injustice but also by expanding our knowledge regard-

ing the impact of technologies on individuals and populations.

Computer science, with its subdomain of AI, is a much

younger discipline than either medicine or the natural sciences,

but nonetheless has a strong tradition of ethical thought.10 An

illustration of this can be found in recent statements on AI in

the world economy from the Organisation for Economic

Co-operation and Development and Group of Twenty. These

statements address respect for human-centered values, explain-

ability and transparency of AI application, robustness, and

safety and security.11,12 (Explainability refers to methods and

techniques that allow humans to understand why an AI system

generates its particular results.)

These ethical concepts are interdependent. The need for

patient autonomy is greatest in precisely those aspects of an

AI system that present greatest potential for harm. Similarly,

justice is concerned with fair distribution of both benefits and

harms. Thus, in order to effectively address autonomy and

justice, we need to first have a deep understanding of the

potential benefits and harms of a system. These in turn require

scientific knowledge, explainability, and transparency. And

finally, none of this works well without accountability.

A number of ethical codes have been developed in medicine,

science, and computer science, most of which emphasize

professionalism as a mechanism to create ethical cultures that

are enforced by individual practitioners and their professional

societies.13-15 In addition to holding individuals accountable

for ethical actions, it is important that we also create robust

accountability mechanisms for corporations and other

organizations.

Respect for Persons

Respect for persons, or autonomy, addresses an individual’s

ability to make decisions regarding what happens with both

their physical body and their personal health information.

Autonomy is sometimes, but not always, addressed through

informed consent. With regard to AI, autonomy must be

addressed at two levels: the personal health data used to

develop, train, and validate AI systems, and the application

of AI systems in patient care.

Use of Personally Identifiable Health
Information for AI Development

Most AI systems require large data sets for training and valida-

tion, and in medical settings, these typically come from aggre-

gated personal health information. The initial collection and

management of such information is integral to health care treat-

ment, payment, and operations (TPO) and is outside the scope

of this document. Repurposing personal health information for

use in developing an AI system is a secondary use. Just because

an individual has consented to data collection required for TPO

does not mean that they would agree to have their data used for

other activities. For example, a 2017 survey of United King-

dom residents asked the question “How comfortable would you

be with your personal medical information being used to

improve healthcare?” These survey respondents were informed

that it was impossible to guarantee 100% data security. Inter-

estingly, 49% responded that they were either “not very

comfortable” or “not comfortable at all.”16 Further, such pre-

ferences should not be assumed to be uniform across different

populations. Another 2019 survey of patients in the US Veter-

ans Health Administration (VHA) showed significant racial

differences in desire to control access to their personal health

information. More black patients than white patients wished to

require consent for health record access by non-VHA

providers.17

Most patients are largely or entirely unaware of common

secondary uses of their health data and biological materials. In

a focus group study by Botkin and colleagues, participants

were provided a relatively detailed description of secondary

uses including the potential benefits, risks, and safeguards. The

study found that the large majority of participants were suppor-

tive of secondary uses if they were informed of the practices

and had the opportunity to opt out.18 It is possible, however,

that patients may be less comfortable with purely commercial

uses of their personal health information, such as for targeted

marketing, in the absence of explicit patient benefit.19 While in

some respects these privacy considerations apply equally to all

secondary uses of data, including AI development, quality

improvement, and research activities, AI development can

introduce additional risks related to the large number of

patients in some data sets as well as the frequent involvement

of outside technology companies.

In medical AI, health care data sets are commonly

de-identified prior to use by developers. Indeed, under US

Health Insurance Portability and Accountability Act (HIPAA)

law, a data set stripped of certain identifiers (names, dates, etc)

is no longer subject to HIPAA privacy restrictions.20 This is

not, however, always sufficient to satisfy the ethical require-

ment for patient autonomy. Some patients might expect trans-

parency regarding the uses of their de-identified data, along

with the ability to choose whether or not their data is included

in those uses. Further, de-identification is not the same as per-

manent anonymization. Even when a de-identified record

within a data set may not be identifiable by a human reader,

it may be possible for software to reidentify the underlying

individual by cross-referencing against other available data

sets.21

A strict application of respect for persons might require

informed consent on the part of patients before their personal

information is used for training AI systems, whether

de-identified or not. This could severely limit progress in med-

ical AI due to the difficulty in obtaining large-volume, fully

consented data and tracking what patients had consented to or

not to regarding the use of their data. A second approach could

be to provide an opt-out mechanism, such as the “right to

be forgotten,” within the European Union’s General Data
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Protection Regulation,22 whereby an organization distributing

or using an AI application could be required to remove an

individual’s personal information from a data set based upon

a patient’s request (regardless of whether that individual had

previously provided consent for use of their data).22,23 This

approach is obviously dependent on public transparency

regarding the algorithms and data sets used for their creation

and a health organization’s ability to remove nonconsented or

de-consented patient data from their data sets.

Preserving strict patient autonomy in the case of individuals

who do not wish to have their personal information used for

algorithm development, then, raises significant technical and

practical challenges. At a community level, medical record stew-

ards (eg, health systems) as well as AI developers should have a

high level of public transparency in order to inform the kinds of

discussions necessary to balance autonomy with the desire for

technologic progress.24 Federated learning is a mechanism for

training AI systems on patient data without actually sharing data

itself and thus reduces the risk of a privacy violation.25 Because of

HIPAA concerns and intellectual property concerns, many aca-

demic centers partnering with commercial AI companies are

favoring “bringing algorithms to the data, rather than data to the

algorithm.”26 Hence, many researchers have begun developing

and testing AI systems within their firewalls. In this way, it is

easier for health care systems to control their own data. Going

forward, it will be interesting to determine how institutions navi-

gate ongoing sharing of their data to continually enhance adaptive

algorithms.

Ultimately, individual patient control over whether their

data are used for AI system development is something that

must be taken seriously. It could be argued that patient control

is particularly important in cases where there is high risk that

patient information could be reidentified or otherwise lead to

patient harm. The conditions for which the need for patient

consent can be waived need clear articulation at the institu-

tional level and within the health care industry.

Patient Autonomy Related to the Use
of AI in Clinical Care

A second domain for autonomy is making decisions about the

use of AI systems in an individual’s care. As AI becomes more

widespread in health care, questions may arise about whether

and when a patient might need to be informed about, and

potentially consent to, the use of a particular AI application

in their care.27,28 For example, would a pathologist using AI to

assist in the interpretation of a microscopic image be covered

under the existing consent that allows the pathologist to do the

interpretation? Or should the patient be informed about the

extent to which software rather than the human pathologist is

contributing to the diagnosis? Answering this question requires

knowledge about the nature and extent of risks that are intro-

duced by the software as opposed to by the human pathologist.

The same issue applies when AI systems based on laboratory

data are used by frontline clinicians. Does the practice of

medicine require disclosure of when AI is included in the

medical decision-making process? Both from an ethical and

medicolegal perspective, this question remains unanswered as

there is essentially no case law on liability involving medical

AI.29 Although courts have traditionally deemed it impossible

for machines to have legal liability, the practicing physician

remains liable regardless of how medical decisions are made.

Hence, it is the physician who must retain the ability to choose

between a range of competing options, as might be presented

by AI algorithms.30

Beneficence and Nonmaleficence

In order for an AI application to satisfy this requirement, it

must have a realistic prospect of benefit for the patients

affected by the application while minimizing potential harm.

“Affected” includes not only the patients whose medical care

decisions are directly influenced by the AI system but also the

patients whose data had been used to build or train the system.

Determining the benefits and harms of an AI system in a

real-world setting is not a trivial task. Unlike mechanical med-

ical devices with more easily testable relationships between

inputs and outputs, AI systems tend to have highly complex

and often nonlinear performance. Thorough analytical and clin-

ical validation prior to implementation is thus critical, as is

postimplementation monitoring. In the case of systems devel-

oped by an external vendor, the health system should have

sufficient expertise in AI to critically review a vendor’s valida-

tion and verification materials and in many cases should con-

duct independent verification.

Benefits of AI

One general category of AI benefit is automation of certain

types of human tasks. These tasks can then be performed at

high levels of speed and reproducibility, thus augmenting and

freeing human experts to focus on tasks that require human

judgment. For example, a human pathologist might visually

determine a microscopic region of interest on a slide (eg, focus

of invasive carcinoma), and an AI application could compute

both the area and the number of particular features within that

region (eg, number of mitoses per mm2). AI systems can also

identify potential pathologic patterns such as cancer within a

microscopic image, which a pathologist can then review to

confirm or refine the diagnosis.31 In addition, AI can now

successfully detect genotypic patterns (eg, RNA expression

or microsatellite instability) from digitized slides of routinely

stained tumors (ie, computational staining) without performing

actual ancillary testing (eg, immunostaining or molecular

assay) that might greatly benefit cancer diagnostics, prognos-

tics, and prediction of therapeutic response.32,33

Artificial intelligence can also be used to discover patterns

within data that may not be apparent to a human. One example

is predicting survival or other outcomes based on AI image

analysis.34 In the laboratory medicine domain, AI applied to

telemonitoring can help improve blood glucose levels in

patients with diabetes.35 When applied to whole populations,
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ML can be used to understand interactions between health and

social conditions and thus lead to more effective and efficient

public health programs.36 Artificial intelligence and big data

(including social media data and online query data) have

enabled better prediction of epidemics37 and detection of food

poisoning cases.38 Artificial intelligence–enabled mobile

health is providing yet another new way of collecting data and

delivering tailored health interventions.39

The field of radiology has long pursued development of

evidence to determine whether the performance of a radiologist

is equal to, better, or possibly even worse without-or-with

computer-aided detection of imaging findings and/or

computer-aided diagnostic interpretation, so as to optimize the

use cases for AI.40 Such evidence is beginning to emerge in

pathology as well.41 Once an AI technology has been validated

and demonstrated to improve outcomes (and assuming the

existence of high-quality evidence to support this), it raises

the question of whether it would be unethical not to apply it

in clinical practice.

Potential Harms

Harms Related to Privacy and Security

Privacy and security, while not identical, are closely related.

Breaches of privacy generally arise from unauthorized access

to personally identifiable information (PII), while security refers

to controls that prevent access by unauthorized individuals.

The harms from failure in in these two domains largely overlap.

The simple fact of PII, including protected health information

(PHI), being accessed contrary to a person’s wishes can be con-

sidered a harm by itself. Examples of secondary harms can

include social stigma, negative career impacts due to disclosure

of embarrassing information, loss of health insurance, and iden-

tity theft leading to financial harm. Privacy risks are not specific

to AI development—they apply whenever health information is

aggregated and used for other purposes as well—but are

addressed here because AI development is expanding the need

for large corpora of health information.

With regard to AI development and use, the first and most

obvious way in which privacy can be compromised is a breach

of a database containing personally identifiable health infor-

mation. Unfortunately, these are more frequent and severe than

one might expect.42

Privacy can also be compromised as a result of inadequate

de-identification of medical records. Medical records including

structured data, textual data, image data, and genomic data are

a key resource for AI development. In the case of pathology AI,

this includes sets of electronic pathology reports and digitized

microscopic images, including whole slide images. In many

cases, these data sets are stripped of identifiers prior to use

by developers, particularly when the developer is a separate

organization or company. A number of software tools have

been developed for de-identification.43-45 The radiology infor-

matics community has likewise studied ways to de-identify

medical images.46-48 However, it is not always clear what

constitutes “adequate” de-identification. Part of the challenge

is that personally identifying details can be found in many

different places within highly heterogeneous medical records.

In 2019, the University of Chicago Medical Center was sued

(NB: the suit was later dismissed) for sharing hundreds of

thousands of patients’ records with Google, allegedly contain-

ing sensitive information such as dates of service scattered

throughout records.49,50 The value of de-identification is also

muddied by the growing technologic capability to

cross-reference across multiple large data sets in order to rei-

dentify previously de-identified data.21,51 The possibility that

specific image content in pathology records is itself PII and

may thereby itself represent a reidentifiable data bears scru-

tiny.52 This issue also is under discussion in the field of medical

imaging.53

Harms Related to the Application of AI
Systems in Clinical Care

The potential of AI to reduce medical errors and improve

healthcare quality is dependent on the performance of individ-

ual applications and their effective deployment in clinical prac-

tice settings. Use of AI that produces erroneous or misleading

results can be worse than not using that AI at all, particularly if

trust in the technology leads users to bypass traditional

human-based systems for diagnosis and treatment. It is impor-

tant that the role of AI in producing or influencing diagnostic

information be documented within medical records in order to

allow investigation of potential problems.

The question is not just whether a system produces inaccu-

rate results but also whether biases are present that could distort

results in particular cases.54 A classic example of hidden bias

was observed in the development of ML models in the late

1990s to risk-stratify patients with pneumonia. The models

were trained using real-world data from the University of Pitts-

burgh Medical Center.55 Although all the models generally

performed well, they misclassified a subset of patients (those

with comorbid asthma) as being lower than average risk, when

in fact they were at higher than average risk. On further inves-

tigation, it was conjectured that a likely cause may have been a

heightened level of care being provided to pneumonia patients

known to have asthma.56 Thus, there appears to have been an

unrecognized bias in the clinical data used to train the models.

Additional ethical risks can arise from implementation

issues.57 For example, AI systems may increase interpersonal

distance between patient and physicians, thus interfering with

effective communication.36 It is also unclear how AI will

impact trainees in academic medical centers. For example, if

residents are permitted to rely on AI assistance, will they be as

well trained as those trainees who worked without AI?

Justice

Justice requires that AI systems support and promote equitable

distribution of costs, risks, and benefits across different popu-

lations. Fairness applies to each of the phases of AI system
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development, from assembly of data sets to training AI sys-

tems, to clinical use, to sales and distribution through business

channels. These risks and benefits apply to data (eg, related to

privacy), AI system performance, and downstream economics.

Many of the issues that were raised in the previous section on

beneficence and maleficence can also be seen as justice issues

when viewed through the lens of populations rather than

individuals.

When collecting data sets for training and validation pur-

poses, both the risks and benefits associated with health data

collection need to be shared equitably across different popula-

tions, giving attention to not disadvantaging marginalized

groups. For example, Google was criticized in 2019 when some

of their contractors were accused of photographing homeless

people in exchange for $5 gift cards in order to expand Goo-

gle’s facial image database of dark-skinned individuals. The

targeting of homeless people in this case raised concerns about

exploitation.58 In many cases of health care AI development,

previously existing data sets are used, for which patients were

not asked for their permission, let alone offered compensation

for use of their data. In a 2019 survey, US residents were asked

about donating their genetic information for hypothetical

research uses. Only 12% of respondents indicated willingness

to provide it for purely altruistic reasons; most expressed will-

ingness if they were financially compensated. Respondents

also expressed a higher willingness to donate their data if gov-

ernance policies provided them with more control over down-

stream uses, such as restricting data sales to third parties, the

right to delete data, and being asked for permission for each

specific future use.59

A second set of justice considerations comes into play at the

point at which an AI system is applied in clinical operations. At

this point, the concern is whether that system produces equita-

ble clinical impact across populations. A system could very

easily have high global accuracy (eg, as measured by area

under a receiver operating characteristic curve) yet have poor

or even negative accuracy for subgroups that represent a minor-

ity of the population.

Although some have hoped that AI could be more

“objective” than human clinicians and thus reduce such bias,

the dependency on real-world data to train AI systems makes

this problematic. One reason is that historical medical data may

be less representative for minorities or socially marginated

groups.60-63 Using these models for clinical decision support

may further increase disparity. For example, an

algorithm-based screening tool that was widely used to alert

primary care doctors to high-risk patients for resource alloca-

tion was found to systematically discriminate against Black

patients.64 It is thus important to conduct subgroup analysis

to evaluate the performance across race, gender, and socioeco-

nomic groups before implementing AI in a clinical setting.65

This is particularly important in the case of AI techniques such

as deep learning which result in poorly explainable

“black-box” algorithms in which bias is not transparently iden-

tifiable.66 A potential technical mechanism to address these

issues is to build “fairness” measures into the training

function.67 For example, in the resource allocation algorithm

mentioned above, a fairness measure might be the difference

between the proportions of white versus racial minority

patients classified as high risk.

Artificial intelligence has particular potential to benefit low-

and middle-income countries, where a combination of limited

higher education resources and international brain drain can

lead to critical shortages in human medical expertise. Ideally,

the knowledge of frontline health workers could be augmented

with AI to better serve these populations. This will not happen,

however, unless it is a priority for developers of medical AI

systems. It requires, for example, that system design and train-

ing data sets be appropriate for the environment of intended

use, so that system performance can be valid for that setting.68

Advancing Science

Scientific advancement can be seen as an ethical good. Artifi-

cial intelligence in pathology holds great promise in advancing

our fundamental knowledge about disease processes so critical

to cancer progression,32 chronic disease evolution, and infec-

tious disease management. Advancing science through deeper

interrogation of both anatomic and clinical pathology data

holds great promise in significantly improving our understand-

ing of human disease so critical to the advancement of our

discipline.69 As pathology “big data” grows, harnessing the

morphologic data from anatomic pathology, large volume of

data from clinical pathology, genomic data from our molecular

pathology laboratories, and microbiomic data from infectious

diseases will create a significant opportunity to advance sci-

ence and improve health. Moreover, the applicability of AI to

pathology diagnostics may provide valuable insights into how

the human pathologist performs diagnostic tasks and thereby

offer opportunities for tutoring and possible performance

improvement. Collectively, it is critical that these data be

shared with the research community in a FAIR (findable,

accessible, interoperable, and reusable) manner.70 The role of

employing AI in assisting pathology informatics with extract-

ing knowledge from this big data is becoming a key role for

modern pathology departments.

Scientific inquiry should furthermore be recognized as inex-

tricably intertwined with the ethical issues discussed in this

article. A corollary is that academic institutions and their

faculty and staff have a central role to play in facilitating and

promoting ethical AI. Improving accuracy, reducing bias,

expanding utility, ensuring safety, increasing transparency, and

encouraging accountability are all ethical responsibilities and

are complementary to the pursuits of autonomy, beneficence,

and justice. Scientific norms help to advance these interests.

Perhaps the most fundamental scientific norm is research integ-

rity. This includes use of truthful and verifiable methods in all

stages of research and reporting as well as adherence to rules,

regulations, guidelines, and commonly accepted professional

codes and norms.71

Another norm is that research findings should be dissemi-

nated broadly in order to allow other scientists to critique and
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replicate the results. Pathology AI applications, regardless of

whether they originate in an academic or commercial setting,

should be made available for study by independent researchers

who can share their findings in the form of articles and confer-

ence presentations.72 This ethic of open publication can be in

conflict with the intellectual property management practices

common in the commercial software and biotechnology indus-

tries or in technology transfer companies established by

academic institutions. However, this must not be allowed to

create barriers to adequately studying pathology AI algorithms.

Accountability Mechanisms

Achieving ethical processes and outcomes across the health

care system requires well-developed systems for accountability

at all applicable organizational levels (Table 2). In other words,

there must be mechanisms to hold actors (both individuals and

organizations) responsible for how they acquire data as well as

develop, validate, implement, and use AI systems. This also

requires that AI systems be developed in highly transparent and

explainable ways, so that they can be tested and audited.

Individual Accountability

Professional codes of ethics have historically been the primary

mechanism to codify and enforce social norms within medicine

and other professions. Most people are aware of the Hippo-

cratic Oath (including its modern descendants such as the

Declaration of Geneva13 and the American Medical Associa-

tion Code of Ethics14) that articulates the ethical obligations of

physicians. The actual implementation of these codes is quite

distributed, not only by medical boards but also by educational

and training institutions as they indoctrinate students and trai-

nees while occasionally expelling violators. A limitation of

general medical professional codes is that while they address

physicians’ responsibilities to protect patients’ privacy, none of

them address AI-specific issues such as the use of de-identified

data for research purposes as well as the exploration and poten-

tial commercialization of AI for biomedicine.

A number of health care professional societies have made

steps toward filling this gap. In 2018, the American Medical

Association (AMA) issued a policy report on clinical AI. It

included the principles that clinical AI should reflect best clin-

ical practices, be transparent and reproducible, avoid bias and

disparities, and protect patients’ privacy.73 The United King-

dom National Health Service (NHS) has likewise issued a Code

of Conduct for data-driven health and care technologies, of

which the principles include understanding users’ needs,

clearly defining the expected outcomes and benefits, lawful

data processing, transparency, and evidence of safety and

effectiveness.74

The American Medical Informatics Association has a code

of ethics that describes the application of medical ethical prin-

ciples to practitioners and researchers working in health care

information technology settings.75 In the specialty of radiol-

ogy, several professional societies collaborated to produce a

statement on ethics of AI in radiology.76 It stated that AI usage

should promote well-being, minimize harm, and ensure that the

benefits and harms are distributed among stakeholders in a just

manner. It also stated that that developers of radiology AI

systems are responsible to make them transparent and depend-

able and to minimize bias and that radiologists should still

remain ultimately responsible for patient care in AI-enabled

settings.

All individuals involved in the development of medical AI

systems, regardless of whether they are clinicians, software

engineers, or entrepreneurs, should have personal familiarity

with medical ethics and its special application to AI. Their

projects and activities should be subject to applicable institu-

tional ethics accountability mechanisms. Ideally this will

include an institutional review board (IRB) or equivalent over-

sight body. Such review boards can assess social or scientific

value, scientific validity, fair selection of participants, accep-

table risk–benefit ratio, informed consent, and consideration

for participants’ welfare and rights.77 Currently, however, IRB

oversight is limited to settings where AI activities are struc-

tured as research intended for scientific publication, as opposed

to purely clinical, quality improvement or business activities.

Individuals using AI systems in clinical practice should be

sufficiently familiar with the performance of these systems in

order to be able to render a professional judgment on the risks

and benefits to individual patients. Clinicians must speak up in

the event of concerns regarding an AI system. Clinicians

should also consider when and how to inform patients when

a diagnosis is either made or heavily influenced by an algo-

rithm.76 Transparency of the derivation of diagnostic informa-

tion is important for maintenance of a data trail for eventual

quality assurance. It remains to be worked out, however, just

how that information is best communicated.

Organizational Accountability

Although medical ethics has historically been conceptualized

mainly as a set of obligations for individuals, our modern world

is increasingly driven by the actions of organizations. In health

care, these organizations are often extremely large and include

hospitals, medical device companies, pharmaceutical compa-

nies, and insurance companies. Some of these are for-profit,

some are nonprofit, and some have a hybrid model with both

nonprofit and for-profit components. Regardless of profit

Table 2. Mechanisms to Assure Adherence to Ethical Principles.

Organizational level Examples

Individual accountability Professional codes of ethics and codes
of conduct

Organizational accountability Institutional policies and procedures
for conflict of interest, management
of external business relationships,
transparency to stakeholders

Regulatory accountability Government regulation, regulation by
professional entities
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motive, the ethical obligations of all organizations in this space

are ultimately the same as the obligations on individuals. It is

therefore necessary to articulate ethical responsibilities that

exist at an organizational level, and not just at the level of

individual actors. This includes organizational policies, proce-

dures, and formal accountability processes to enforce these

values both internally and with external business partners.78

At a macro level, there are currently two dominant external

accountability mechanisms for corporations within market

economies. The first is accountability to investors and other

shareholders for financial performance, mediated by financial

accounting standards and reporting. The second is governmen-

tal, that is, regulatory. This dyad can lead business leaders to

believe that their ethical responsibilities come down to max-

imizing shareholder financial value while minimizing regula-

tory penalties. In recent decades, a third perspective has been

championed in some academic business circles, namely that of

stakeholder capitalism.79,80 This perspective holds that compa-

nies can enhance long-term sustainability, including financial

performance, by addressing the interests of nonowner stake-

holders such as workers, customers, and the communities

within which they operate. Because all of health care is under

the umbrella of medical ethics, the single most important sta-

keholder for any health care company is the patient.

At an organizational governance level, stakeholder capital-

ism can be implemented in several ways. Some organizations

have chosen to include social benefit in their articles of incor-

poration, which serve to set expectations and clarify legal obli-

gations vis-à-vis shareholders. US law recognizes “benefit

corporations” as one such category; some other countries have

similar structures.81 Even corporations that are explicitly

for-profit can build strategies that use ethical behavior to build

trust with customers and communities and thereby enhance

business success. In 2019, the Business Roundtable, a group

made up of CEOs of some of the world’s largest for-profit

corporations, issued a statement that the purpose of business

is to benefit all major stakeholders including customers,

employees, suppliers, and communities in addition to share-

holders.82 Just as publicly held organizations issue regular

reports of their financial performance, organizations (both pub-

lic and private) should issue regular reports of social

performance.83

An important consequence of stakeholder capitalism is that

academic and clinical organizations can and should seek oppor-

tunities for ethical accountability in their dealings with external

AI developer and supplier companies.84 The first step is trans-

parency in corporation activities. Particularly when collabora-

tions involve sharing of medical records, the interest of public

accountability requires public access to terms of the agree-

ments. This runs counter to the secrecy that is common within

much of the software industry. For example, a number of data

sharing agreements between Google and several major health

systems only came to light following the actions of whistle-

blowers because the contracts had been set up as confiden-

tial.85,86 Another useful case study involved DeepMind’s

agreements with the UK NHS. At the outset, DeepMind

published these agreements openly on their website. After Goo-

gle acquired DeepMind in 2014, though, they began to transfer

DeepMind’s contracts to Google Health, which does not make

its data sharing agreements available to the public.87

In addition to public transparency of contracts, organiza-

tions can build ethical expectations into those same contracts.

Examples include prohibitions on attempts at reidentifying

PHI, requirements to make systems available to academic

researchers for audit and publication in academic journals, and

consideration of public interest with regard to pricing and intel-

lectual property rights.86

Role of Regulatory Agencies

Government regulation is one important mechanism for enfor-

cing ethical behavior. In the United States, for example, the

FDA regulates some AI applications (but not others) as medical

devices. The Health and Human Services Office of Civil Rights

enforces rules related to patient information privacy and secu-

rity. Regulatory agencies such as these will need to develop

Table 3. Summary of Principles for the Ethical Development and Use
of AI in Pathology and Laboratory Medicine.

1. Developers of AI systems should proactively inform patients
and the public of how their data are collected and used to
develop and validate their systems.

2. Clinical organizations and developers should provide for
informed individuals to control whether and how their personal
data are used in the development of pathology AI systems.

3. Developers, validators, and implementers of pathology AI
systems should ensure that their systems provide measurable
benefit to patients and/or populations, while minimizing risks
and harms.

4. Developers, validators, and implementers of pathology AI
systems should ensure that both the development processes
and the developed systems themselves promote fair treatment
across all populations. This includes fair distribution of benefits,
risks, and harms across all populations whose data are used for
development of these systems, as well as those impacted by the
use of such systems.

5. Developers and implementers of pathology AI systems should
ensure that their systems are sufficiently transparent and
auditable to ensure that the above principles are being followed.
They should also establish formal auditing processes and
provide for public transparency of any findings (eg, through
scientific publication).

6. Developers, validators, and implementers of pathology AI
systems should follow scientific norms of broad knowledge
sharing and research integrity.

7. Developers, validators, and implementers of pathology AI
systems should establish formal oversight mechanisms, akin to
institutional review boards, to ensure accountability to these
ethical principles.

8. Organizations engaged in developing, validating, implementing,
selling, or purchasing pathology AI system should hold each
other accountable to this set of ethical principles through
formal mechanisms such as contracts. This includes
requirements of transparency, auditability and auditing, and
prohibitions against reidentification and other misuse.
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new processes to address the patient safety and ethical issues

introduced and/or complicated by AI.88,89

Ethics, however, should not be conflated with regulatory

compliance. The process of developing regulations is slow and

deliberative, and there can be a considerable time lag between

the emergence of new technologies and comprehensive laws to

govern them. In addition, creative individuals and organiza-

tions can often find technically legal mechanisms (ie, loop-

holes) for ethically questionable actions. Conflating ethics

and regulatory compliance might actually give moral cover

to loophole-seeking behavior.90,91 A better approach is to treat

regulatory compliance as a subset of ethical behavior. Individ-

uals and organizations should also seek opportunities to engage

with regulatory agencies, professional societies, and trade

groups during the deliberation phase of designing new

rules.92,93 It is important that individuals and organizations

consciously and explicitly represent the interests of patients

and populations in these settings, rather than focusing mainly

on their own parochial interests.

Conclusion

Artificial intelligence is an increasingly powerful set of tech-

nologies with potential to advance diagnostic pathology and

laboratory medicine for the benefit of patients. However, AI

brings a complex mix of benefits, risks, and costs. Maximizing

the benefits while minimizing risks and costs requires manag-

ing the technology within an ethical framework. Pathologists

and other laboratory professionals, along with their clinical and

academic organizations as well as potential industry partners,

have an obligation to promote ethical AI development, valida-

tion, and implementation both within their own organizations

and with external partners (Table 3).
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