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Abstract
In this challenging world, social media plays a vital role as it is at the pinnacle of
data sharing. The advancement in technology has made a huge amount of information
available for data analysis and it is on the hotlist nowadays. Opinions of the people are
expressed and shared across various socialmedia platforms likeTwitter, Facebook, and
Instagram. Twitter is a prodigious platform containing an ample amount of data and
analyzing the data is of topmost priority.One of themostwidely utilized approaches for
classifying an individual’s emotions displayed in subjective data is sentiment analysis.
Sentiment analysis is done using various algorithms of machine learning like Support
Vector Machine, Naive Bayes, Long Short-Term Memory, Decision Tree Classifier,
and many more, but this paper aims at the generalized way of performing Twitter
sentiment analysis usingflask environment. Flask environment provides various inbuilt
functionalities to analyze the sentiments of text into three different categories: positive,
negative, and neutral. Also, it makes API calls to the Twitter Developer account to
fetch the Twitter data. After fetching and analyzing the data, the results get displayed
on a webpage containing the percentage of positive, negative, and neutral tweets for a
phrase in a pie chart. It displays the language analysis for the samephrase. Furthermore,
the webpage calls attention to the tweets done on that phrase and reveals the details of
the tweets. Considering the major industry runners of three different sectors namely
Enterprises, Sports Apparel Industry, and Multimedia Industry, we have analyzed and
compared sentiments of two different Multinational companies from each sector.
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1 Introduction

With the innovation and evolution of online technology, there is a tremendous volume
of data available on the web for internet users, as well as a substantial amount of
data generated [1]. With this humungous amount of data being generated, it can be
processed over the internet leading to a growing demand for computer-assisted data
analysis [2]. Social networking sites generate most of the data either in a structured,
unstructured, or semi-structured format.With the advancement of time, these networks
are accessible at our fingertips at any moment, therefore analyzing the data plays a
vital role in the growth of industries.

The analysis of data directly gets connected to two terms: Data Science and Big
Data Analytics. Data Science is an incorporative domain that allows retrieving infor-
mation from raw data using analytical techniques and algorithms. It entails filtering,
consolidating, and modifying data to evaluate the data. The field of data science exten-
sively uses data mining. To find patterns and potentially important facts from huge
databases is a technique known as Data mining. Sometimes, it is also referred to as
knowledge discovery in data [3]. The insights driven by data mining are used by busi-
nesses to develop a solution and improvise their business [4].WhileBigDataAnalytics
is described as the use of technological advances, predictive modeling, and analytics
to address commercial and industrial challenges [5]. Big data analytics assists firms in
making inferences from today’s massive data repositories. Massive volumes of data
are currently produced by people, companies, and technologies. Examples include
social media, cloud applications, and many more [6].

Social networking services such as Twitter, Facebook, Snapchat, and Instagram are
fast growing in popularity because they enable individuals to exchange and voice their
opinions on many themes, engage them in conversations with various communities,
and post messages all over the globe [7]. Twitter has recently emerged as one of the
most essential digital media platforms for information dissemination [8]. It is a social
networking service that allows users to post and consume 140-character messages
known as “Tweets.” Users on this platform can utilize brief and direct communications
to express their ideas and opinions, promote their findings, and argue with billions of
other users. Everyone in the Twitter network does not always have amutual connection
with each other. The relationship in this scenario is either guided or unguided. The
enormous data supplied by this microblogging platform, such as tweet messages,
user information, and the number of followers/followings in the network, serve an
important role in data analysis, prompting most studies to explore and evaluate the
various interpretation methods to acquire the most recently used innovations [9]. One
such method to analyze textual data to get the polarity of the emotions expressed is
Sentiment analysis.

Sentiment analysis generally known as opinion mining is textual context-specific
processing that finds and extracts subjective data from the source material, assisting
businesses in improving the human emotion of their company, goods, or organization
while tracking online conversations. Because of the accelerated expansion of social
media, the relevance of sentiment analysis has grown in the current context [10]. The
core principle behind sentiment analysis is to identify and classify the polarity of
text documents or short phrases [11]. In this project, the sentiments are classified as
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positive, negative, or neutral. This classification of polarity facilitates various orga-
nizations to record people’s sentiments about their services as well as those of their
opponents [12]. Moreover, this classification gives insights into the feelings and atti-
tudes of people over the internet which is monitored for enhancing the performance
of political parties, government agencies, movies, and so on [13].

Sentiment analysis is widely performed using natural language processing. Natural
language processing emphasizes enabling computers to comprehend text and spoken
speech in a manner like that of humans. It blends computational semantics (human
language rule-based modeling) with statistics, machine learning models, and neural
networks. These technologies, when combined, allow computers to process the con-
versations which may be in the form of text or speech data, and comprehend the true
context, replete with the subject’s purpose and mood. NLP at various levels is used for
Sentiment analysis [14]. Other than NLP, there are various methodologies and algo-
rithms by which one can perform sentiment analysis. A few of them are mentioned as
follows:

1.1 LSTM

LSTM layers are used to capture long-term text data dependencies and improve per-
formance. It can detect long-term relationships in sentences of unknown length and
can be used to effectively govern information by avoiding a vanishing gradient. The
memory cell in an LSTM is used to save the selected data for a longer period without
decaying [15].

1.2 Naïve Bayes

The Naïve Bayes Method is a method that can be trained or used on small-scale data
and can provide predictive results in real-time. It can also aid in classifying a class, the
results of which can be used in parallel to increase the scale of the dataset, particularly
in large-scale data case studies [16].

1.3 Decision Tree

The decision tree classification gives the end-user a better option for categorizing
positive and negative tweets. It is accomplished by comparing the most frequent items
generated by the rules in the training data with the most frequent items in the test data,
allowing for simple classification [17].

1.4 SVM

Because SVMs are binary classifiers, they are frequently used for binary sentiment
detection. The problemmust be transformed into a set of binary classification problems
before multi-class classification can be performed [18].
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The above-mentioned algorithms have some other disadvantages; therefore, our
motivation is to eliminate the task of data preprocessing and training the data with
machine learning which consumes more time and is tedious.

The main contribution to this work includes:

• Using the Tweepy library, we analyze the sentiments of tweets as well as language
analysis.

• Analysis performed for any desired keyword.
• Visually appealing results redirected to the website using flask environment.

In this paper, we focus to perform Sentiment analysis for a specific keyword on
Twitter data using a flask environment. To access Twitter data, one must create a
Twitter developer account. Four credentials are provided while creating the account
which is necessary to access and analyze data. The proposed method does not require
any machine learning algorithms. It is expected that our method would perform better,
faster, and more efficiently than other existing works.

2 Literature Survey

Anupama et al. [19] proposed the process of creating software that examines the
nature of tweets on a specific topic in this project. The user would be able to type in
a keyword (hashtag) and receive the nature of that keyword based on the most recent
tweets that contain that keyword. Each tweet was classified depending on whether
it had a favorable or negative sentiment. Data was gathered from movie reviews on
the IMDB website. The machine learning algorithm Naïve Bayes was utilized. The
model’s output was put to the test using a variety of testing metrics. Furthermore, our
model outperforms the competition when it comes to extracting text from Twitter.

Shahzad et al. [20] aim to forecast the nature of Twitter users’ reactions to scientific
papers along with looking into what characteristics of research articles aid in such
prediction. Scientists will be able to measure a new societal influence of their research
articles by analyzing the attitudes of research articles on social media. They tested
five sentiment analysis tools to see which ones were best for capturing the sentiment
value of a tweet and chose NLTK VADER and Textblob. Followed by, dividing the
sentiment value into three categories: negative, positive, and neutral. For research
papers containing multiple tweets, they calculate the mean and median sentiment
value of the tweets. Following that, constructed machine learning models to anticipate
the attitudes of tweets about scientific papers and looked into the key features that
guided the algorithms. Using the Random Forest Classifier, they obtained an accuracy
of 89%.

Abdullah et al. [21] proposed a method to develop a machine learning model for
analyzing Arabic messages on Twitter. They used Word2Vec for word embedding,
which is the main source of features in this model. Naive Bayes was utilized as
a baseline classifier, and two pretrained continuous bag-of-words (CBOW) models
were explored. SMOTE (synthetic minority oversampling approach) was applied with
and without many single-based and ensemble-based machine learning classifiers. The
experimental results reveal that using word embedding with an ensemble and SMOTE
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improved the average F1 score significantly when compared to the baseline classifier
and other single- and ensemble-based classifiers without SMOTE.

Kumar Singh et al. [22] have proposed a Twitter sentiment analysis on the coro-
navirus outbreak using machine learning algorithms. According to the paper, tweets
used to classify the sentimentswere related to coronavirus, COVID19, Job, and school.
The approach was to fetch the tweets by using the Twint library to access Twitter API’s
and search for hashtags like #school, #job, #coronavirus, and #covid19. The tweets
related to four searches were obtained and the data cleaning process was applied to
those tweets. Now the cleaned data was used for sentiment identification which arro-
gates the cleaned data andwill extract the necessary features of the text. In the final step
classification of sentiment will finalize sentiment polarity in−1, 0, 1 and subjectivity
in positive negative and neutral.

Deshpande et al. [23] conducted sentiment analysis on Twitter using a machine
learning algorithm called support vector machine (SVM). In the proposed approach,
the tweepy library was used to fetch the Twitter data using Twitter API keys accessible
from the Twitter developer account. After getting the text data, text processing is
performed by removing stop words, stemming, tokenization, and negation handling.
Thereafter, the useful words were extracted by using feature extraction so that the
analysis becomes efficient. Now, the sentiment classification is done using naïveBayes
and an SVM algorithm. As an output, they obtain a sentiment lexicon which is a
collection of different words having a score that classifies the positive, negative and
neutral nature of a sentence.

Kharde and Sonawane [7] surveyed different techniques used for sentiment anal-
ysis of Twitter data. The pre-preprocessing of the data was performed using an ideal
method that is stemming, lemmatizing, removing stop words, and feature extraction.
After that, they compared four different techniques for sentiment analysis those are
machine learning approach, the lexicon-based approach Cross-lingual approach, and
the cross-domain approach. In every approach, multiple algorithms gave different
accuracies. The analysis tasks consist of evaluating subjectivity classification, senti-
ment classification, and complimentary tasks, and also there were different levels of
sentiment analysis that are word level, sentence level, document level, and feature-
based sentiment analysis. In the end, the final results of the survey showed that the
machine learning-based approach showed the highest accuracy and also required few
efforts in human-labeled documents.

Education [24] proposed an article stating the technique of Twitter sentiment anal-
ysis using an adaptive deep recurrent neural network. The methodology was as clear
as performing a classical machine learning approach. The tweets were collected from
Twitter using API’s and were stored in the database and the database is then pre-
processed. The pre-processed data was reverted to the database and to classify the
data it was modeled using an adaptive deep recurrent neural network classifier. The
classification output obtained from modeling the data was then analyzed into positive
and negative sentiments. The output obtained was then visualized in a line chart com-
paring the other machine learning approaches. The line chart concluded that ADRNN
gave the highest accuracy and the accuracy also observed a hike when the number of
tweets was increased.
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Dabade et al. [25] aimed to analyze the sentiments of Twitter data using Deep
Learning and machine learning. The main objective of the research was to compare
the results obtained from different machine learning algorithms based on the size
of the dataset and to identify the best-suited approach for sentiment analysis. The
methodology involved data collection, data cleaning, and implementation of themodel.
The libraries used were pandas, NumPy, sci-kit-learn, matplotlib, text blob, Vader,
fast text, flair, and genism, and the model used was logistic regression and support
vector machine. Hence, the main conclusion of the research was to focus on fine-grain
sentiment analysis of tweets and analyze emoji labels.

Arun and Srinagesh [26] conducted a multilingual sentiment analysis of Twit-
ter using machine learning. The proposed ideology involves pre-processing of data,
language translation for each multi-language tweet, and training the data to classify
sentiments. The pre-processing of data involves two steps, firstly the English lan-
guage data is cleaned and secondly, the non-English data is translated into the English
language, and then it is cleaned. After that, the cleaned data was trained using var-
ious algorithms like multinomial Naïve Bayes, Logistic Regression, Support Vector
Machine, Decision Tree, k-Nearest Neighbor, and random forest. The accuracy of
all the models was calculated by plotting three metrics that are precision, recall, and
F1-score. The best results were obtained by SVMwhich is 95% accuracy and random
forest with 93% accuracy.

Reddy et al. [27] performed sentiment research on data from Twitter. The proposed
system performs sentence-level analysis of sentiments. The whole process is done in
seven phases that include feeding the input of usernames or hashtags, specifying the
number of tweets to be analyzed, retrieving twitter data stored in a database, processing
the tweets, feature extraction, classifying the data, and aggregating the score. The
emotions of sentiment research are categorized into seven categories and they are
strongly positive, positive, weakly positive, neutral, strongly negative, negative, and
weakly negative. The result is going to be visualized within the variety of a pie chart
that contains seven major emotions.

Gupta et al. [28] presented a study on sentiment analysis of Twitter using machine
learning algorithms in python. The proposed approach follows the classical machine
learning method. Firstly, the dataset is pre-processed and cleaned. Thereafter, the
dataset is split into training and testing data and the feature extraction is performed on
the data. Moving further, the training data is trained in the machine learning algorithm
and the model is tested using a testing dataset. The testing data set is classified into the
required sentiments. The proposed method was performed on various algorithms like
DAN2, SVM, Bayesian logistic regression, Naïve Bayes, Random Forest classifier,
Neural network, Maximum entropy, and Ensemble classifier. As a result, it was con-
cluded that the Maximum entropy and Ensemble classifier gave the highest accuracy
of 90%.

Hasan et al. [29] aimed to propose a machine learning-based analysis of sentiments
of a Twitter account. The methodology was to get the Twitter data using Tweepy
API and store it in a database. The database was then preprocessed by slang word
remover, URL remover, special characters, and symbol elimination apart from that
the Urdu tweets were also translated into English. The polarity calculation and senti-
ment analysis were performed using text blob, sentiwordnet, and W-WSD, and data
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validation was done using Weka. The sentiments were classified into three categories
positive, negative and neutral. To display the results, a bar chart was plotted for all
three approaches of sentiment analysis versus polarity.

Kolchyna et al. [30] proposed a step-by-step method for sentiment analysis of Twit-
ter data. Two approaches were used that are lexicon-based approach and the machine
learning-based approach. Firstly, the data was pre-processed by tokenization, N-grams
extraction, stemming and lemmatization, stop word removal, and POS tagging. After
that, the data is trained using the lexicon approach and machine learning algorithms
like WEKA classifiers. Thereafter, a new approach was performed by combining the
lexicon and machine learning approach where the lexicon score is used as a feature in
ML classification. As a result, the accuracy of the model got increased by 5%.

Table 1 displays the important attributes of the research papers with references
displayed in the table.

3 Framework

Twitter is a microblogging social media platformwhere people can express their views
and opinions by sharing texts and images. We have developed a method to determine
the sentiments of the data shared by people on Twitter. To fetch this data twitter
provides Twitter Developer Account where one can generate the API keys and use
them to model the data.

What is Twitter Developer Platform?
The Twitter Developer Platform empowers users to integrate real-time, public and

universal data of Twitter into their projects and its applications. This platform not
only offers data but also offers materials and API’s which assist users to incorpo-
rate and amplify twitter’s impact by the means of analysis, applications, and other
approaches. The Twitter API is a collection of automated interfaces which can be used
for understanding or constructing twitter’s discourse. It also enables users to find,
access, interact with or generate a range of resources. These resources mainly include
tweets, direct messages, trends, users, media, and many more.

3.1 SystemDesign

Figure 1 presents the basic flow of the methods carried out to complete the work.

1. Login into your Twitter account if you already have one, else create a Twitter
account and log in. Next, create a Twitter Developer account. One will receive
the approval of their developer account within a few days. After receiving the
approval, create a new project. Name the new project “Twitter Sentiment Analysis-
1”. Figure 2 presents the dashboard of the developer portal of the Twitter account.
Our developer account has elevated access which provides us with 3 environments
per project and access to 2 million tweets per project.

2. Generate keys in the developer account and obtain the following four keys: “con-
sumer_key”, “consumer_secret”, “access_token”, and “access_token_secret”.
These four keys are an integral part to carry out Twitter sentiment analysis and
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Table 1 Literature review of different machine learning methods

Algorithm used Accuracy Limitation Future work References

XGB 89.81% Their work is
specific and does
not look at the
mood and
emotions of the
people

Plan to analyze
public
sentiments
toward other
essential topics,
healthcare
facilities by
government,
offline
examination,
and mental
health by using
DL algorithms
to increase their
performance on
the dataset

Jalil et al.
[31]

Machine Learning 98% Only English
language-based
databases have
been analyzed. No
analysis on
event-based or
emotion-specific
papers

Work on the
disadvantages
and research
gaps found
during their
analysis

Raisa [32]

LSTM, CNN 83, 83.34% Full stops, commas,
and exclamation
marks were
discarded which
could be helpful
for sentiment
analysis

Tweets always do
not have a
sentiment;
therefore, they
can be divided
into an emotion
ranging from −
2 to +2

Kariya and
Khodke
[33]

ULMFiT-SVM 99.78% Sentiment analysis
was restricted to
document level

Plan to take
sentiments
needs to be
taken into
account at the
aspect level

AlBadani
[34]

Naïve Bayes,
Support Vector
Machine (SVM)

78.01, 78.37%
respectively

Cannot perform well
on increasing the
number of classes
and the model is
also not tested on
any specific
domain

The model can be
used for
sentiment
analysis in
different
domains
according to the
need

Kumar [34]
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Table 1 (continued)

Algorithm used Accuracy Limitation Future work References

Linear SVC,
Logistic
Regression

62, 76% respectively Takes a longer time,
when a model is
not pretrained

Project a simple
and
human-centric
approach for
high-quality
results

Pathak [35]

Partial Tree Kernel 2-way classification-
73.93%

3-way
classification-60.60%

They have compared
Twitter Sentiment
analysis with
sentiment analysis
performed on
other platforms
but have not
performed
sentiment analysis
on other platforms

Work with even
richer linguistic
analysis

Munson
et al. [36]

SVM 82.9% Twitter messages are
short as displayed
in emojis so
obstacles in
analyzing the
accurate meaning
of sentiments and
detecting the
suitable sentiment
polarity

Sentiment analysis
can be used for
social media
monitoring
which provides
a quantitative
point of view
and can explain
real-time
processing
based on
people’s
opinions

Bagheri and
Islam [37]

Naïve Bayes
algorithm

NA Analysis and
comparison of
only one brand are
displayed, while
more comparisons
would be
appreciated

Will take the
datasets of
multiple apparel
brands and
implement a
hybrid
sentiment
classification to
conduct better
accuracy by
constructing an
apparel domain
dictionary

Rasool et al.
[38]

they can be revoked if expired or lost. These keys are unique for every different
user and are used to make API calls.

3. Creating a Flask environment in Spyder and importing libraries. Spyder is an
expansive, cross-platform and fully accessible integrated developer environment
(IDE) used mainly for scientific programming in python. Flask is a microweb
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Table 1 (continued)

Algorithm used Accuracy Limitation Future work References

LSTM Training accuracy:
88.1%

Testing accuracy: 73.6%

Need to work on
more sentiment
classification
other than anger,
joy, fear, sadness

Will work on
more complex
sentiment
investigation
and work on
improving
accuracy and
precision results

Pathak [35]

Naive Bayes
classifier

80% The bad
performance was
displayed during 3
classes
(“positive”,
“negative” and
“neutral”)

Plan to collect
Twitter data in
multilingual
languages and
compare its
characteristics

Pak and
Paroubek
[39]

technology based on python. It’s termed amicroframework since it doesn’t require
the use of any specialized methods or modules.

• Flask_restful is used to access theAPI and it also helps in completing the process.
• Tweepy is a python library used for accessing the Twitter API.
• Textblob is a python library for processing data and is also used for Natural
Language Processing (NLP) tasks.

• Flask_Cors is a flask extension used for resource sharing all over the globe.

4. Simultaneously, we created a webpage with the help of HTML/CSS and hosted
the webpage on the server. After running the code, it will get redirected to the
Twitter developer account. After searching the word in a webpage, it will then
get redirected and all the tweets related to the word will be shown. The tweets
shown on the screen will give us some information such as the Twitter handle of
the person who has twitted and the date and time when the person has twitted. The
tweets shown will also depict the percentage of tweets in Positive, Negative, and
Neutral Sentiments related to that tweet. The results also display different types
of languages and the percentage of the language of tweets in which Twitter users
have commented. The output is shown in Fig. 3a.

By clicking on the tweet of the user, it gets redirected to the Twitter handle of the
user and reflects its tweet which is shown in Fig. 3b.

3.2 Data Analysis

In today’s world, many multinational companies play a major role in India’s economy.
Being in a limelight for many decades and making growth Year over Year, we have
done data analysis of four such worldwide enterprises namely Reliance, Adani Group,
Nike, and Adidas. Apart from them, during the pandemic time usage of OTT platforms
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Fig. 1 Work flow diagram

has increased tremendously, so we have also considered sentiment analysis for two
famous multimedia platforms, Netflix and Amazon Prime. The language code used
for analysis is according to the ISO standard [40].

3.2.1 Scenario 1

In this scenario, the two biggest businesses in the Indian industry, Reliance and Adani
are considered for sentiment analysis. For the year 2021, Reliance Industries accounted
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Fig. 2 Dashboard of developer portal

revenue of |2,60,485 Cr [41] while Adani enterprises accounted for |13,750 Cr [42].
Thus, considering the biggest industry runners, we obtained the below sentiment anal-
ysis.

Figures 4a, b, and 5a, b show the data analysis of Reliance Industries and Adani
Enterprises respectively, which are the top two industry runners in India. While per-
forming the sentiment analysis of the two companies as shown in Table 2, we found
that 68.3% of tweets of Reliance and 67.5% of tweets of Adani Group are neutral.
Even for the positive tweets, there is tough competition between Reliance Industries
and Adani Enterprise, and Reliance Industries leads by 0.8%. For language analysis,
85% of tweets related to Reliance and 60% of tweets related to Adani Group are in
English.

3.2.2 Scenario 2

In this scenario, the two biggest multinational footwear companies, Nike and Adidas
are examined for sentiment analysis. For the year 2021, Nike accounted total revenue
of 17.36 billion US Dollars [43] while Adidas accounted for 23.83 billion US Dollars
[44]. Thus, considering the major footwear conglomerates, we performed the below
sentiment analysis.

In the apparels section, we have performed sentiment analysis on Nike and Adidas
which are shown in Figs. 6a, b, and 7a, b. The results mentioned in Table 3 show that
there are 66.3% tweets in a neutral context, 21.30% tweets in a positive context, and
the rest in a negative context for Nike. On the other hand, Adidas has 64.7% tweets in
a neutral context, 21% tweets in a positive context, and the rest in a negative context.
For Nike, the language analysis points out that 20% of tweets are in Japanese and 65%
tweets in English, and the rest 15% for 3 different languages with 5% each, whereas
for Adidas there are tweets in several languages. The major part is covered by English
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Fig. 3 a Output in the webpage. b Redirected the Twitter handle of the user

– 63.2%, the percentage of tweets in Japanese is 21.1% and the rest 15.7% is covered
by other languages such as French, Spanish and Indonesian.

3.2.3 Scenario 3

In this scenario, the two largest OTT service providers, Netflix and Amazon Prime are
considered for sentiment analysis. For the year 2021, Amazon Prime accounted for
11.9 billion US Dollars [45] while Netflix accounted for 7.7 billion US Dollars [46].
So, examining the major OTT platforms, we made the below sentiment analysis.
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Fig. 4 a Sentiment analysis of Reliance Industries. b Language analysis of Reliance Industries

In the entertainment section, we have analyzed the rivalry between Netflix and
Amazon Prime as shown in Figs. 8a, b and 9a, b. Table 4 shows the results that 66.7%
of the total tweets for Netflix are neutral, 22% of total tweets are positive and 11.3% of
total tweets are negative. For Amazon Prime, 66.2% of total tweets are neutral, 21.6%
of total tweets are positive and 12.2% of total tweets are negative. For Netflix, 50%
of total tweets are tweeted in English, 20% for Japanese, and 15% each for Thai and
Indonesian but for Amazon Prime, the majority of tweets are posted in Japanese–45%
and then comes English–40%.

Figure 10 represents the detailed sentiment analysis of all the scenarios under one
bar chart. The bar chart shows the positive, negative, and neutral sentiments of all
6 companies where the positive sentiment is visualized using a blue bar, negative
sentiment using a red bar, and neutral sentiment using a green bar. Apart from that,
the table is also visualized in the chart which has the values of each sentiment in
percentage for each company under the horizontal axis.

4 Challenges and FutureWork

Sentiment analysis is an incredibly tricky task. We had to overcome several hurdles
to complete this task. Some of them are discussed as follows. The foremost step in
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Fig. 5 a Sentiment analysis of Adani Enterprises. b Language analysis of Adani Enterprises

Table 2 Comparison of
sentiment analysis of
Multinational Enterprises

Company Positive (%) Negative (%) Neutral
(%)

Reliance
Industries

15 16.70 68.30

Adani Enterprises 10 22.50 67.50

this project is to create a Twitter developer account. Without the account, the user will
not be able to access the data. There might be chances that while creating the account
Twitter denies access to the account and the user might not be able to proceed further
with the project. The Twitter developer account allows to access only 500,000 tweets
for analysis. This makes our dataset limited which can lead to a lack of information.
This lack of information can produce biased results which affect the overall analysis
providing skewed results. Moreover, this can be a roadblock in sentiment analysis as
extracting information can become tedious and time-consuming. In addition to extract-
ing data, data has to be verified and cleaned to be used. The output screen displays only
twenty tweets. In addition to the limited number of tweets, there is no solid output. The
output is in the form of visualizations which sometimes becomes difficult to interpret.
Another challenge faced is opinion spamming. Competitors might utilize sentiment
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Fig. 6 a Sentiment analysis of Nike. b Language analysis of Nike

analysis to convey a poor picture of a firm. Once sentiment analysis becomes popular
as a tool for gauging market success and corporate reputation, such methods may
become quite widespread, resulting in a drop in the popularity of sentiment analysis.

This project provides us with polarity detection as well as language detection for
a specific keyword but there can be some further enhancements that can be done in
this project. The scope of this project is limited to textual data obtained from tweets
on Twitter but can be further extended to pictures, videos, and many other formats.
Another future suggestion would be to employ hashtags at the top of tweet emotions as
text categorization characteristics. The code can be refurbished and can be written to
reduce the complexity aswell asmake itmore efficient. Itwill also provide analysis that
can be easily comprehended and will have better visualizations. The static webpage
can be converted to a dynamic webpage. Moreover, after the results are displayed
the output can be converted to.pdf or.jpg formats so that they can be downloaded
and shared among people. This analysis can be linked with other platforms such as
Tableau, R, or Power BI which will amplify the visualizations making them more
comprehendible and attractive to users. This project can be implemented in Spark as
it is a growing technology. Spark also has some data visualization libraries which can
make visualizations more appealing and can provide better accuracy. In the future, all
of these attributes would be taken into account.
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Fig. 7 a Sentiment analysis of Adidas. b Language analysis of Adidas

Table 3 Comparision of
sentiment analysis of Apparels
Brand

Company Positive (%) Negative (%) Neutral (%)

Nike 21.30 12.40 66.30

Adidas 21 14.30 64.70

5 Conclusion

Twitter sentiment analysis is achieving greater heights in the analysis segment. People
accessing Twitter globally and making opinions, and interpreting the data are salient.
In this paper, we have developed a solitary way to analyze Twitter tweets using the
flask environment. The tweets have been accumulated with the help of Twitter API and
the Tweepy library. We have extricated the tweets and categorized them into positive,
negative, and neutral. The results also mention the languages in which the tweets have
been posted. Thewebpage has also been createdwhich is linked to the python code and
the results can be obtained by passing the word or phrase in a webpage. The desired
results are obtained and also the Twitter handle of the user and the date and time of
the tweet get known. We have used the Textblob library which is specially used in
the analysis part as the portion of preprocessing of data gets mitigated. The primary
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Fig. 8 a Sentiment analysis of Amazon Prime. b Language analysis of Amazon Prime

motive for developing using the flask environment is not to get involved in machine
learning techniques. Working using a flask environment, we provide better results as
the training and testing part of the model will be terminated. By this, the output will
be 100% efficient as it does not require a machine learning algorithm and depends on
its accuracy. The idea can take real-time analysis and methodologies to the next level.
A different perspective to analyze the tweets can be obtained. Well, the industry is
open to all new advancements that can make the work experience more exciting for
both the players as well as the spectators. The system proposed is pivotal and striking.
It can be easily deployed in various sectors, so companies can take maximum benefit
from the proposed work.
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Fig. 9 a Sentiment analysis of Netflix. b Sentiment analysis of Netflix

Table 4 Comparison of
sentiment analysis of OTT
platforms

Company Positive (%) Negative (%) Neutral (%)

Amazon Prime 21.60 12.20 66.20

Netflix 22 11.30 66.70
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Fig. 10 Detailed comparison of sentiment analysis of all scenarios
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