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An empirical investigation of trust 
in AI in a Chinese petrochemical 
enterprise based on institutional 
theory
Jia Li1, Yiwen Zhou1, Junping Yao2* & Xuan Liu1

Despite its considerable potential in the manufacturing industry, the application of artificial 
intelligence (AI) in the industry still faces the challenge of insufficient trust. Since AI is a black box 
with operations that ordinary users have difficulty understanding, users in organizations rely on 
institutional cues to make decisions about their trust in AI. Therefore, this study investigates trust 
in AI in the manufacturing industry from an institutional perspective. We identify three institutional 
dimensions from institutional theory and conceptualize them as management commitment 
(regulative dimension at the organizational level), authoritarian leadership (normative dimension 
at the group level), and trust in the AI promoter (cognitive dimension at the individual level). We 
hypothesize that all three institutional dimensions have positive effects on trust in AI. In addition, we 
propose hypotheses regarding the moderating effects of AI self-efficacy on these three institutional 
dimensions. A survey was conducted in a large petrochemical enterprise in eastern China just after 
the company had launched an AI-based diagnostics system for fault detection and isolation in process 
equipment service. The results indicate that management commitment, authoritarian leadership, and 
trust in the AI promoter are all positively related to trust in AI. Moreover, the effect of management 
commitment and trust in the AI promoter are strengthened when users have high AI self-efficacy. The 
findings of this study provide suggestions for academics and managers with respect to promoting 
users’ trust in AI in the manufacturing industry.

Artificial intelligence (AI) is increasingly popular. In addition to common applications in everyday life, such as 
facial recognition, autopilots, chatbots, and personalized recommendations, AI also has great potential in the 
manufacturing  industry1. For example, AI can use the big data in the factory to improve the efficiency of the 
production process and reduce energy  consumption2. AI can also use the data collected by Internet of Things 
(IoT) sensors to predict the failure of  devices3. A typical AI based predictive maintenance can reduce annual 
maintenance costs by 10%, unplanned downtime by 25% and inspection costs by 25%3.

Despite its considerable potential in the manufacturing industry, the application of AI in companies still 
faces the challenge of insufficient trust. A recent survey shows that 42% of people lack basic trust in AI, and 
49% can’t even name an AI product they can  trust4. In fact, people trust human experts more than AI, even if 
the human experts’ judgments are  wrong5. If we want AI to really bring benefits to the manufacturing industry, 
we must find a way to earn human trust in it. Therefore, it is relevant to understand what prompts trust in AI in 
manufacturing companies.

Traditionally, to trust something, users must first be able to understand it and predict its behavior. That is, we 
cannot trust what we do not understand. However, the black box nature of AI makes it very difficult for users to 
understand it. For example, deep learning algorithms are becoming so complex that even their creators do not 
understand how they work. This complexity makes trust in AI very difficult because people must depend on other 
superficial cues to make trust decisions. In the individual context, such cues may include  anthropomorphism6, 
voice  consistency7, relationship  type8, and timeliness in  responding9 to AI. In the organizational context, trust 
in AI is subject to cues from the institutional environment. According to institutional theory, organizational 
and individual behavior are influenced by regulative, cognitive and normative institutional dimensions. Since AI 
systems are usually introduced by managers and promoted by key promoters, attitudes from top managers, group 
leaders and AI promoters should exert some influence on users’ trust in AI. Therefore, institutional theory is the 
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appropriate theoretical lens through which to understand initial trust in AI within manufacturing companies. 
Accordingly, the first research question is as follows:

RQ1: How can regulative, normative and cognitive institutional dimensions influence user trust in AI in the 
manufacturing industry?

Users with different levels of AI self-efficacy also have different understandings of AI, which may further 
influence the impact of institutional elements on trust in AI. Such impact occurs because users with higher AI 
self-efficacy can perceive greater benefit to the company from using AI and fewer challenges (e.g., learning cost, 
potential interference in daily work) posed by AI for the individual. Accordingly, the second research question 
is as follows:

RQ2: Does AI self-efficacy moderate the effect of institutional dimensions on trust in AI in the manufactur-
ing industry? If yes, how?

To answer these two research questions, this study proposes a research model based on institutional theory. 
Management commitment (regulative dimension at the organizational level), authoritarian leadership (norma-
tive dimension at the group level) and trust in the AI promoter (cognitive dimension at the individual level) 
are hypothesized to have a positive relationship with trust in AI. In addition, AI self-efficacy is hypothesized to 
positively moderate (strengthen) the impact of these three institutional dimensions. A field survey was conducted 
to test the proposed research model.

Literature review
Trust in AI. Trust in AI has received considerable attention in recent years. The antecedents of trust in AI are 
summarized and shown in Table 1. The categories of variables that may influence trust in AI include machine 
performance (e.g., machine  capabilities10 or response quality/timeliness9), transparency (e.g.,  causability11, 
 explainability11,12), representation (e.g.,  humanness6, facial  features13, dynamic  features13, emotional  expressions13, 
virtual  agents14), voice (e.g., voice  consistent7 and perceived voice  personality15), interaction (e.g., interaction 
 quality16, consumer-chatbot relationship  type8, reciprocal self-disclosure17, human-in-the-loop18), emotion (e.g., 
attachment  style19), and user personal traits (e.g., big five personality  characteristics20). Related studies also cover 
a wide range of contexts, including human-robot  interaction10,13, conversational  assistants9,15,16, recommenda-
tion  systems11, medical computer  vision12, speech recognition  systems14, in-vehicle  assistants7, and private or 
public  services6,18.

As shown in Table 1, existing studies on trust in AI mainly focus on the individual context. That is, the deci-
sion of trust in AI is entirely made by individuals. However, research on how users trust AI in the organizational 
context (e.g., in a manufacturing company) is still lacking. In the organizational context, the decision of trust in 
AI is not completely personal. Users must consider the institutional influences of the company, the leader or peers 
before they make the final trust decision. Therefore, we will fill the gap regarding trust in AI in the organizational 
context by considering institutional influences in this study.

Trust in organizational context. It is well known that trust is tightly related to many organization per-
formance indicators such as organizational citizenship  behavior21, policy compliance  behavior22, turnover 
 intentions23 and organizational  performance24. Therefore, how to achieve a high level of organizational trust has 
become a very important research question. The antecedents of trust in the organization are summarized and 
shown in Table 2.

Table 1.  Studies on the antecedents of trust in AI.

Category Context Key variables Source

Performance
Human-robot interaction Machine intelligence (i.e., its capabilities), environmental factors 10

AI chatbots in the public sector Response quality, timeliness in responding 9

Transparency
News recommendation systems Causability, explainability 11

Medical computer Vision Explainability 12

Representation

AI applications in service contexts Anthropomorphism (humanness) 6

Social robots Static facial features, dynamic features, their combinations, and related 
emotional expressions

13

Speech recognition systems Virtual agents, XAI interaction design 14

Voice
In-vehicle assistants Voice consistent 7

Smart speakers Perceived voice personality 15

Interaction

Voice assistant systems Interaction quality 16

AI-enabled chatbots Consumer-chatbot relationship type (virtual assistantship versus virtual 
friendship)

8

Conversational assistant Reciprocal self-disclosure 17

Decision aid utilized in the delivery of public services The assurance that “humans are still in the decision loop” 18

Emotion Supposed scenario: self-driving vehicles/autopilot, medical diagnostic aids, 
and personal relationship aids Attachment style (attachment anxiety, attachment security) 19

Personal trait An online trust game Big five personality characteristics (e.g., openness to experience, consci-
entiousness)

20
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The first category of trust focuses on employees’ trust in the  organization25,26. In two recent studies, both 
interpretation of contract  violations25 and organizational ethical climates (benevolent, principled and egoistic)26 
are used to explain the employees’ trust in the organization. The second category of trust focuses on trust in other 
 organizations27,28. In one study, information technology integration was found to promote trust among organiza-
tions in the supply  chain27. In another study, service provider/platform provider reputation and institution based 
trust (competence, goodwill, integrity, reliability) were found to be positively related to trust in a cloud provider 
 organization28. The third category of trust focuses on trust in people in the  organization29–31. The transactional 
and transformational leadership  behaviors29, the relationships individuals have with their direct  leaders30, and 
organizational  transparency31 are all possible antecedents of trust in leaders and key stakeholders in the organiza-
tion. The last category of trust focuses on trust in IT artifacts in the organization. The organizational situational 
normality base  factors32, organizational  culture33,34, system  quality34, supplier’s declarations of  conformity35 are 
identified as possible explanatory variables for trust in IT artifacts in the organization.

As shown in Table 2, institutional theory is seldom used to explain trust in the organizational context. The 
work of Li, et al.32 considered the organizational situational normality base factors such as situational normality 
and structural assurance. However, institutional theory and its corresponding three dimensions were not for-
merly proposed in this  work32. Therefore, investigating trust in the organizational context based on institutional 
theory is still lacking in the literature.

Institutional theory. Institutional theory has been widely applied in information systems research (shown 
in Table  3). Information technology (IT) adoption is the most frequently applied area for institutional the-
ory, which has, for example, been used to explain the adoption behavior of interorganizational information 
 systems36, grid  computing37, e-government38 and open government  data39. The second most frequently applied 
area for institutional theory is IT security. For example, institutional theory has been used to explain the behav-
ior of information systems security  innovations40, organizational actions for improving information systems 
 security41, and data security policy  compliance42. In addition, institutional theory has also been used in the 
knowledge-sharing  context43 and IT strategy  context44.

The literature review in Table 3 suggests that most studies based on institutional theory focus on observed 
behaviors (e.g., adoption behavior, innovations, security rule compliance, knowledge-sharing behavior) rather 

Table 2.  Studies on the antecedents of trust in organizational context.

Category Dependent variable(s) Independent variable(s) Source

Trust in organization
Trust in company Interpretation of contract violations 25

Employee’s trust in the organization Organizational ethical climates (benevolent, principled and 
egoistic)

26

Trust in other organizations
Trust in other organizations in the supply chain Information technology integration 27

Trust in a cloud provider organization Cloud service provider/platform provider reputation, institu-
tion based trust (competence, goodwill, integrity, reliability)

28

Trust in people in the organization

Employee trust in leaders Transactional and transformational leadership behaviors 29

Trust in top leaders The relationships individuals have with their direct leaders 30

Trust in organization stakeholders Organizational transparency 31

Trust in IT artifacts in the organization

Initial trust in a national identity system Organizational situational normality base factors 32

Individual’s level of trust in the Human resource information 
systems

Organizational trust, organizational community, organiza-
tional culture, socialization

33

Users trust in mobile commerce technologies System quality, culture 34

Trust in AI services Supplier’s declarations of conformity 35

Table 3.  Research on institutional theory in the information systems discipline.

Category Context Key variables Source

IT adoption

Interorganizational linkage (financial electronic data interchange) Mimetic, coercive, and normative pressures 36

Grid computing Mimetic pressures (social contagion), firm innovativeness, tendency to out-
source, and IT department size

37

E-government Top management commitment, external institutional pressures 38

Open government data Existing institutional arrangements, internal and external institutional pres-
sures

39

IT security

Information systems security innovations Institutional conformity pressure, economic-based consideration 40

Information systems security Coercive, normative, and mimetic isomorphic processes 41

Data security Institutional and market forces 42

Knowledge sharing Knowledge management systems Institutional norms, trust 43

IT strategy E-HRM Regulative, cognitive and normative institutional dimensions 44
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than psychological variables. According to institutional theory, institutional influence may also impact psy-
chological variables such as trust. Furthermore, the linkage between institutional theory and trust has been 
validated by many studies. In the political science discipline, Heikkilä44 confirmed that formal political and legal 
institutions are positively related to generalized trust. Sønderskov and  Dinesen45 suggested that institutional 
trust exerts a causal impact on social trust. In the information systems discipline, Chen and  Wen46 found that 
people’s trust in AI is positively associated with institutional trust in government and corporations. Wang, et al.43 
demonstrated that institutional norms have a positive influence on trust in the knowledge-sharing context. All 
the literature mentioned above suggests that linking institutional theory with trust is theoretically appropriate.

The literature review in Table 3 also suggests that most studies based on institutional theory examine only 
the organizational level. One exception is the work of Wang, et al.43, which investigates, at the individual level, 
how institutional norms may enhance knowledge sharing. The connotations of institutional theory imply that it 
can actually be applied at different levels, such as the organizational, group and individual  levels47, or the federal, 
state and regional  levels42. However, research on institutional theory at the nonorganizational level is still lacking. 
This study will thus contribute to the institutional theory literature by extending its conceptual dimensions to 
multiple levels (organizational level, group level and individual level).

Hypotheses development
The research model for this study is shown in Fig. 1. Three dimensions of institutional theory (regulative, nor-
mative and cognitive dimensions) are identified as antecedents of trust in AI. More specifically, management 
commitment, authoritarian leadership and trust in the AI promoter are hypothesized to have positive effects on 
trust in AI. Furthermore, personal trait AI self-efficacy is hypothesized to moderate the influence of these three 
institutional dimensions on trust in AI.

Institutional theory considers the processes by which structures, including schemes, rules, norms, and rou-
tines, become established as authoritative guidelines for social  behavior48. According to institutional theory, 
organizational or individual decisions are not driven purely by rational goals of efficiency but also by institutional 
environments such as social and cultural  factors49.

Institutional theory posits that there are three pillars of institutions: the regulative dimension, the norma-
tive dimension, and the cognitive  dimension50. The regulative dimension of institutional theory corresponds to 
laws, regulations, contracts and their enforcement through mediation, arbitration or  litigation51. The basis of the 
legitimacy of the regulative dimension is legally sanctioned. The normative dimension of institutional theory cor-
responds to the socially shared expectations of appropriate behavior and social exchange  processes51. The basis of 
the legitimacy of the normative dimension is morally governed. The cognitive dimension of institutional theory 
corresponds to conceptual beliefs and mental models, scripts or conceptual frameworks to bridge differences in 
values or  interests51. The basis of legitimacy of the cognitive dimension is conceptually correct.

Although institutional theory is often used to explain IT adoption  behaviors36,37 or IT security  behaviors41,42, 
it can also be used to explain the user’s psychological variables, such as  trust43. Moreover, institutional theory 
can be applied at different  levels42,47 because institutional theory is a multilevel  construct52, and the influence of 
the institutional environment may thus originate from multiple levels, such as the organizational, the group, or 
the individual level. Therefore, we identify three levels of institutional environmental elements (management 
commitment at the organizational level, authoritarian leadership at the group level and trust in AI at the indi-
vidual level) in this study.

Management commitment, which operates at the organizational level, corresponds to the regulative dimen-
sion of institutional theory. In this study, management commitment means the commitment of the company’s 
top managers to the application of AI in the company. If the top managers have a strong will to use AI in the 
company, they will share their strategic vision, spend more resources and publish more incentivizing rules for it. 
For example, AI-related projects may receive more funding from top managers, and employees who are actively 
engaged in AI-related projects may receive more economic rewards and higher promotion opportunities. Sup-
port from the top manager acts as the endorsement to ensure that the AI is qualified and that the AI-related 

Figure 1.  Research model.
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project will be successful. Therefore, higher management commitment to AI is associated with higher trust in 
AI. Consequently, we hypothesize that

H1: Management commitment is positively associated with trust in AI.
Authoritarian leadership, which operates at the group level, corresponds to the normative dimension of 

institutional theory. Authoritarian leadership is a leadership style characterized by domination and individual 
control over all decisions and little input from group  members53. Authoritarian leadership is deeply rooted in 
the central Confucian thought of five cardinal relationships: the benevolent king with the loyal minister, the kind 
father with the filial child, the kind senior with the deferent junior, the gentle elder brother with the obedient 
younger brother, and the righteous husband with the submissive  wife53. Therefore, authoritarian leadership that 
emphasizes authority, obedience, and unquestioning compliance is common in  China54.

An authoritarian leader is encouraged to maintain absolute authority and require obedience. In groups with 
authoritarian culture, subordinates are required to obey the leader’s will without any  question54. As a result, 
subordinates will check whether their ideas meet the leader’s expectations and alter them accordingly to avoid 
the leader’s criticism or punishment. Since an AI project must be approved by the leader, subordinates will derive 
from such projects that the leader is inclined to trust AI. To obtain the leader’s favor, subordinates will aim to 
hold the same ideas as the leader. The attitude toward AI is no exception. Therefore, users in groups with high 
authoritarian culture are more inclined to trust in AI. Consequently, we hypothesize that

H2: Authoritarian leadership is positively associated with trust in AI.
Trust in the AI promoter, which operates at the individual level, corresponds to the cognitive dimension 

of institutional theory. In this study, AI promoters are the persons who are responsible for the introduction, 
implementation, user training and promotion of AI systems. They are similar to innovation champions but 
specific to the AI context. AI is a highly complicated black box for most users. It is quite difficult for ordinary 
users to understand the inherently complex mechanisms and far-reaching influence of AI. In contrast, it is easier 
for ordinary users to trust the AI promoter, for example, by considering whether AI promoters have sufficient 
professional expertise, whether they represent the company’s interests, or whether they will harm the individual’s 
interests. By considering these questions, ordinary users can decide whether they should trust the AI promoter. 
According to trust transfer theory, trust can be transferred when the target and the trusted party are contextually 
 related55. If users trust the AI promoter, they will also trust the AI itself because it is backed by the AI promoter. 
Consequently, we hypothesize that

H3: Trust in the AI promoter is positively associated with trust in AI.
Self-efficacy refers to an individual’s belief in his or her capacity to execute behaviors necessary to produce 

specific performance  attainments56. In this study, AI self-efficacy refers to an individual’s belief in his or her 
capacity to use or operate AI systems properly. AI self-efficacy moderates the influences of the three dimensions 
of institutional theory on trust in AI. First, different levels of AI self-efficacy reflect different levels of users’ 
understanding of AI technology and also whether users can fully perceive the benefits to the company offered 
by AI. Users with higher AI self-efficacy are more likely to understand the benefits of AI for the company. Sec-
ond, although the use of AI is beneficial for the company, it may also pose some challenges to individuals. For 
example, unfamiliarity with the operation of AI can result in certain learning costs or even potentially interfere 
with daily work. Users with higher AI self-efficacy are less likely to be concerned about the challenges posed 
by the AI system. In summary, users with higher AI self-efficacy perceive more benefit of AI for the company 
and fewer challenges posed by AI for the individual. As a consequence, the influences of the three institutional 
dimensions will be stronger for users with high self-efficacy. Consequently, we hypothesize that

H4: AI self-efficacy positively moderates (strengthens) the relationship between management commitment 
and trust in AI.

H5: AI self-efficacy positively moderates (strengthens) the relationship between authoritarian leadership 
and trust in AI.

H6: AI self-efficacy positively moderates (strengthens) the relationship between trust in the AI promoter 
and trust in AI.

Research methodology
Measurement. All the measurement items were adapted from existing validated scales (see Table 4). We 
slightly modified some items to ensure their suitability for our context. We used a seven-point Likert-type scale, 
ranging from 1 (“strongly disagree”) to 7 (“strongly agree”), to measure all items. Management commitment was 
measured using a four-item scale derived from Lewis, et al.57, which was originally used to measure manage-
ment support that could influence information technology use in the organization. Authoritarian leadership was 
assessed with a six-item scale borrowed from Chen, et al.58, which was originally used to measure the leadership 
style in the Chinese context. Trust in the AI promoter was assessed with a four-item scale adapted from Kan-
kanhalli, et al.59, which was originally used to measure the general good intent, competence, and reliability of 
other employees. AI self-efficacy was assessed with a two-item scale adapted from Venkatesh, et al.60, which was 
originally used to measure the user’s self-efficacy toward an information system. Trust in AI was assessed with a 
three-item scale adapted from Cyr, et al.61, which was originally used to measure the user’s trust toward a website.

Data collection. To test the research model and hypothesis, we collected data through a survey conducted 
in a large petrochemical company in eastern China. The company has just launched an AI-based diagnostic 
system for fault detection and isolation in process equipment services. The system monitors the operation of 
equipment (e.g., rotating machinery), operates the deep learning algorithm in the background, and gives an 
alarm when it detects possible failure risks. Engineers check the equipment after receiving the alarm and decide 
whether further maintenance work is necessary in the future.
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Manufacturing industries are those that engage in the transformation of goods, materials or substances into 
new products. The transformational process can be physical, chemical or mechanical. Discrete manufacturing 
and process manufacturing are two typical examples of manufacturing industry. Although discrete manufacturing 
and process manufacturing differ a lot, they are both involved in the use of machinery and industrial equipment. 
The AI-based diagnostics system for fault detection and isolation in equipment service should be applicable for 
both discrete and process manufacturing industry. Therefore, the selection of a petrochemical company is a 
representative example of manufacturing industry.

The engineers of the company are the ideal subjects for this study because they have some professional 
knowledge of and technical experience with equipment fault diagnostics. With the help of the company’s tech-
nical management department, the survey was conducted from April 2020 through May 2020. A total of 206 
engineers responded. After removing invalid or incomplete questionnaires, we obtained a total of 180 valid 
questionnaires. All experimental protocols were approved by the Ethics Committee in the School of Business, 
East China University of Science and Technology. All methods were carried out in accordance with relevant 
guidelines and regulations. Informed consent was obtained from all subjects or if subjects are under 18, from a 
parent and/or legal guardian.

Subjects’ demographic information is presented in Table 5. As noted in Table 5, the proportion of males 
(88.3%) was much higher than that of females (16.7%). This disparity is because males usually account for the 
vast majority of production-oriented petrochemical company employees. We confirmed that the ratio of males 
to females in Table 5 was consistent with the actual ratio of employees.

Because the data were collected from a single source at the same time and were perceptual, we further tested 
for common method bias. We followed Harman’s single-factor  method62 to evaluate the five conceptual variables 
in our model. The first factor accounted for 36.49% of the variance. Therefore, the threat of common method 
bias for the results was minimal.

Analysis and results
Partial least squares (PLS) was used to test the research model and hypothesis. We used smartPLS Version 2.0 
in our analysis.

Measurement model. To ensure the validity of the research conclusion, we need to check that the con-
structs provided in the research model were correctly measured by the scale items in the questionnaire. Validity 
and reliability are two key factors to consider when developing and testing any survey instrument. Validity is 
about measurement accuracy, while reliability is about the measurement of internal consistency. Therefore, the 
measurement model was evaluated by testing construct validity and reliability.

To test convergent validity, we examined the loadings and average variance extracted (AVE). As shown in 
Table 6, the loadings of all items except one were above the cutoff value of 0.7. For the fifth item of authoritarian 
leadership, the loading value is 0.674. Since 0.674 is very close to 0.7, and the six-item measure of authoritarian 
leadership was borrowed from a single  study58, we included all six items of authoritarian leadership in the fol-
lowing analysis to ensure that the concept was completely covered. The AVE values ranged from 0.685 to 0.930, 

Table 4.  Measurement items.

Constructs Items Sources

Management commitment (MC)

The company is committed to a vision of using AI

57
The company is committed to supporting AI-related projects

The company strongly encourages the use of AI

The company will recognize my efforts in AI-related projects

Authoritarian leadership (AL)

My leader asks me to obey his/her instructions completely

58

My leader always behaves in a commanding fashion in front of employees

My leader determines all decisions in the organization regardless of their importance

In my leader’s mind, the standard subordinate is an employee who obeys his/her commands 
completely

We have to follow his/her rules to get things done. If not, he/she punishes us severely

My leader emphasizes that our group must have the best performance of all the units in the 
organization

Trust in AI promoter (TP)

I believe that the AI promoters have sufficient expertise

59
I believe that the AI promoters will put the company’s interests first

I believe that the AI promoters will not harm my personal interests

I believe that the AI promoters will do their best to ensure the success of AI project

AI self-efficacy (SE)
I could operate the AI system correctly if it provides guidelines or help manuals

60

I could use the AI system correctly if I spent some time on it

Trust in AI (TA)

I can trust the AI system
61I can trust the diagnosis made by the AI system

I will seriously consider the diagnosis made by this AI system
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above the desired value of 0.5. All these results demonstrated the adequate convergent validity of the measure-
ment  model63,64.

To test construct reliability, we focused on Cronbach’s alpha and composite  reliability65. As shown in Table 6, 
the minimum of Cronbach’s alpha was 0.785, which was higher than the recommended value of 0.7. The mini-
mum value of composite reliability was 0.897, which was also higher than the recommended value of 0.7. The 
results of Cronbach’s alpha and composite reliability indicated that our constructs had no problem in reliability.

To test the discriminant validity, we compared the correlations among constructs and the square root of 
 AVE65. As shown in Table 7, the correlation coefficients among constructs were between 0.000 and 0.640, which 
were lower than the recommended value of 0.7166. Meanwhile, the square roots of the AVEs (shown on the 
diagonal of Table 7) were greater than the corresponding correlation coefficients underneath. The results in 
Table 7 showed that our measurement model had good discriminant validity.

Structural model. We compared the five models hierarchically (as shown in Table 8). In Model 1, only the 
control variables were included. The independent variables were added in Model 2. In Models 3 through 5, the 
interaction terms of the independent variables were added. 

The results of Model 1 showed that the four factors of gender, age, education and position explained 2.9% 
of the variance of the dependent variable. All four control variables have no significant impacts on Trust in AI.

Table 5.  Respondent demographics (n = 180).

Item Percentage

Gender
Male 88.3

Female 16.7

Age

≤ 30 10

31–40 56.1

41–50 23.3

≥ 51 10.6

Education

Junior college and below 11.7

Undergraduate 65.0

Master’s 22.2

Ph.D. 1.1

Position

Assistant Engineer 18.9

Engineer 51.1

Senior Engineer 30.0

Professorate Senior Engineer 6.7

Table 6.  Results of confirmatory factor analysis.

Construct Items Loading Cronbach’s alpha Composite reliability Average variance extracted

Management commitment (MC) 4

0.894

0.930 0.950 0.827
0.913

0.939

0.890

Authoritarian leadership (AL) 6

0.853

0.894 0.897 0.594

0.850

0.713

0.726

0.674

0.791

Trust in AI promoter (TP) 4

0.885

0.884 0.930 0.742
0.876

0.812

0.870

AI self-efficacy (SE) 2
0.922

0.785 0.902 0.822
0.891

Trust in AI (TA) 3

0.895

0.852 0.910 0.7720.886

0.853
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The results of Model 2 showed that management commitment (β = 0.192, p < 0.01), authoritarian leadership 
(β = 0.129, p < 0.05) and trust in the AI promoter (β = 0.532, p < 0.001) were significantly related to trust in AI. 
Therefore, H1, H2 and H3 were all supported. The results indicate that strong leadership at the institutional level 
is crucial to promote trust in AI (H1), strong advocacy at the mid-management level has a positive impact on 
trust in AI (H2) and trust in AI promoter at the individual worker’s level supports trust in AI (H3).

The results of Model 4 showed that there was a significant positive interaction between management com-
mitment and AI self-efficacy (β = 0.870, p < 0.05). The interaction plot between management commitment and 
AI self-efficacy (shown in Fig. 2a) suggests that the effect of management commitment is strengthened by AI 

Table 7.  Means, standard deviation and correlation. NA: not applicable. The square root of AVE is the bold 
numbers in the diagonal row.

Mean SD MC AL TP SE TA Gen. Age Edu Pos.

MC 5.544 1.225 0.909

AL 4.500 1.773 0.109 0.771

TP 5.647 0.978 0.589 0.151 0.861

SE 5.711 0.938 0.450 0.228 0.562 0.907

TA 5.535 0.749 0.498 0.218 0.640 0.365 0.879

Gender 0.833 0.140 0.000 − 0.101 − 0.063 0.017 − 0.094 NA

Age 2.344 0.640 0.140 0.088 0.128 0.148 0.075 − 0.156 NA

Education 2.139 0.366 − 0.015 − 0.088 0.006 − 0.031 0.007 0.144 − 0.203 NA

Position 2.122 0.477 0.131 − 0.054 0.100 0.136 0.108 − 0.014 0.277 0.387 NA

Table 8.  Stepwise PLS results. *p < 0.05; **p < 0.01; ***p < 0.001.

Variables Model 1 Model 2 Model 3 Model 4 Model 5

Gender − 0.091 − 0.052 − 0.040 − 0.048 − 0.034

Age 0.053 − 0.050 − 0.066 − 0.058 − 0.066

Education − 0.012 − 0.009 − 0.040 − 0.015 − 0.030

Position 0.113 0.060 0.089 0.082 0.080

MC (management commitment) 0.192** 0.190** 0.201** 0.176**

AL (authoritarian leadership) 0.129* 0.173** 0.115* 0.173**

TP (Trust in AI promoter) 0.532*** 0.568*** 0.570*** 0.595***

SE (AI self-efficacy) − 0.049 − 0.916* − 0.434 − 0.830

MC*SE 0.870*

AL*SE 0.378

TP*SE 0.783*

R2 0.029 0.453 0.510 0.464 0.514

Figure 2.  The moderating effect of AI self-efficacy on (a) management commitment and (b) trust in AI 
promoter.
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self-efficacy. Therefore, H4 is supported. The results of Model 5 showed that the interaction between authoritar-
ian leadership and AI self-efficacy was not significant (β = 0.378, p > 0.05). Therefore, H5 was not supported. The 
results of Model 6 showed that there was a significant positive interaction between trust in the AI promoter and 
AI self-efficacy (β = 0.783, p < 0.05). The interaction plot between trust in the AI promoter and AI self-efficacy 
(shown in Fig. 2b) suggests that the effect of trust in AI is strengthened by AI self-efficacy. Therefore, H6 is 
supported.

Discussion and Implications
Major findings. Several major findings were obtained in this study. First, management commitment is posi-
tively associated with trust in AI. This finding implies that the support from the top manager acts as the endorse-
ment to ensure that the AI is qualified and that the AI-related project will be successful.

Second, authoritarian leadership is positively associated with trust in AI. This finding implies that subordi-
nates in groups with authoritarian culture are more inclined to trust in AI to maintain continuity of ideas with 
their leader.

Third, trust in the AI promoter is positively associated with trust in AI. This finding implies that although 
ordinary users may have difficulty understanding AI as a black box, they can turn to trust in the AI promoter. 
Trust in AI promoters can be transferred to trust in AI itself.

Fourth, AI self-efficacy is found to positively moderate the relationship between management commitment 
and trust in AI, as well as the relationship between trust in the AI promoter and trust in AI. This finding implies 
that for users with high AI self-efficacy, the impact of management commitment and trust in AI on overall trust 
in AI is higher than that for users with low AI self-efficacy. This occurs because users with high AI self-efficacy 
can perceive more benefit of AI for the company and fewer challenges posed by AI for the individual.

Fifth, the moderating effect of AI self-efficacy on authoritarian leadership is not significant. One possible 
explanation is that an authoritarian leader may ask subordinates to trust in AI directly, and any disobedience will 
lead to punishment. As a result, subordinates will always express trust in AI regardless of how much they benefit 
or how many challenges they perceive from it. This finding is different from the assumption in the hypothesis 
development phase. In the hypothesis development section, we assume that subordinates speculate that the 
leader’s attitude toward AI is positive. However, we do not assume that the leader will ask the subordinates to 
trust in AI directly.

Practical implications. This study provides some valuable guidelines for practitioners. First, our study sug-
gests that support from top managers is important for trust in AI in the manufacturing industry. Users observe 
the regulative institutional elements (e.g., strategic vision, resource allocation and incentive rules) for AI projects 
to infer the quality of AI and success probability of AI projects. Therefore, top managers should send positive 
signals to employees about the company’s commitment to supporting AI.

Second, our results indicate that users in authoritarian organizational culture are more inclined to trust in AI. 
Although the effect of authoritarian leadership is still controversial, this paper proves that users in authoritarian 
culture are more willing to trust in AI. Therefore, managers should understand that groups with authoritarian 
culture have more advantages in using AI in the manufacturing industry.

Third, our study suggests that AI promoters are very important to building trust in AI for ordinary users. 
Since users cannot understand the black box of AI itself, they decide whether they should trust the AI promoter. 
Therefore, managers should select AI promoters carefully and ensure that they will be trusted by ordinary users.

Fourth, we suggest that the effects of institutional dimensions depend on the user’s AI self-efficacy. The 
impacts of management commitment and trust in the AI promoter will be more salient for users with high AI 
self-efficacy. Therefore, managers should try to promote employees’ AI self-efficacy. For example, managers can 
hold AI training classes, organize employee viewings of AI science and education films, or provide trials of simple 
AI programs to improve employees’ understanding of AI.

Limitations. This study has some limitations that open up avenues for future research. First, all the variables 
used in this study contain only self-reported data. Although it is very difficult to collect some objective data in 
the initial stage of an AI program, we intend to include some objective data, such as the interaction patterns and 
usage patterns, to better explain trust in AI in future work.

Second, the task type and explanation design elements of AI are not considered in this study. The user’s trust in 
AI may depend on the task type and design elements that support the task. For example, users may have different 
tendencies to trust in AI for simple tasks and complex tasks. Different types of explanations (e.g., mechanism 
explanations, case explanations, case comparisons) may also have different effects on users’ trust in AI. The 
influence of task type and explanation mechanism of AI should be considered in the future.

Third, this research focuses only on a fairly small group of employees coming from a single company and 
a specific geographical location. Therefore, the findings cannot be generalized at this point. This study should 
be extended to other companies at different levels of production and technological advancement, as well as 
other companies with different geographical locations and different cultural habits in the future. Other types of 
manufacturing (e.g., discrete manufacturing) companies should also be investigated to increase the generaliz-
ability of research findings.

Fourth, the survey subjects used in this study are from a company that just launched an AI-based diagnostic 
system. Therefore, the research findings about this study can only be applied to the initial trust toward AI. As 
users have more interactions with the AI system and get more feedbacks about the correctness of output, their 
trust toward AI may be more influenced by their individual experiences. Therefore, it must be cautious to gen-
eralize the findings of this paper to users with a longer AI system experience.
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Last, the research was conducted in the Chinese context and authoritarian leadership was found to play 
an essential role in promoting trust in AI. However, the authoritarian leadership characterized as obedience 
and unquestioning compliances may not be accepted as guiding principles for societies with other cultural 
backgrounds. Therefore, the practical implications of authoritarian leadership may be greatly reduced for the 
individualistic cultures.

Conclusion
This study investigates trust in AI in the manufacturing industry from an institutional perspective. We identified 
three institutional dimensions from institutional theory and conceptualized them as management commitment, 
authoritarian leadership, and trust in the AI promoter. We hypothesized that all three institutional dimensions 
have positive effects on trust in AI. In addition, we hypothesized the moderating effects of AI self-efficacy on 
three institutional dimensions. A survey was conducted in a large petrochemical enterprise in eastern China 
just after the company had launched an AI-based diagnostics system for fault detection and isolation in process 
equipment service. The results indicate that management commitment, authoritarian leadership, and trust in the 
AI promoter are all positively related to trust in AI. Moreover, the effect of management commitment and trust 
in the AI promoter are strengthened when users have high AI self-efficacy. The findings of this study provide 
suggestions for academics and managers in promoting users’ trust in AI in the manufacturing industry.

Received: 24 March 2021; Accepted: 17 June 2021

References
 1. Patel, P., Ali, M. I. & Sheth, A. From raw data to smart manufacturing: AI and semantic web of things for industry 4.0 IEEE Intell. 

Syst. 33(79), 86 (2018).
 2. Harris, A. AI in Manufacturing: How It’s Used and Why It’s Important for Future Factories. https:// redsh ift. autod esk. com/ ai- in- manuf 

actur ing (2021).
 3. Jimenez, J. 5 Ways Artificial Intelligence Can Boost Productivity. https:// www. indus trywe ek. com/ techn ology- and- iiot/ artic le/ 22025 

683/5- ways- artifi cial- intel ligen ce- can- boost- produ ctivi ty (2018).
 4. Dujmovic, J. Opinion: What’s holding back artificial intelligence? Americans don’t trust it. https:// www. marke twatch. com/ story/ 

whats- holdi ng- back- artifi cial- intel ligen ce- ameri cans- dont- trust- it- 2017- 03- 30 (2017).
 5. Dickey, M. R. Algorithmic accountability. https:// techc runch. com/ 2017/ 04/ 30/ algor ithmic- accou ntabi lity (2017).
 6. Troshani, I., Rao Hill, S., Sherman, C. & Arthur, D. Do we trust in AI? Role of anthropomorphism and intelligence. J. Comput. Inf. 

Syst. https:// doi. org/ 10. 1080/ 08874 417. 2020. 17884 73 (2020).
 7. Strohmann, T., Siemon, D. & Robra-Bissantz, S. Designing virtual in-vehicle assistants: Design guidelines for creating a convincing 

user experience. AIS Trans. Hum.-Comput. Interact. 11, 54–78 (2019).
 8. Youn, S. & Jin, S. V. In AI we trust?” The effects of parasocial interaction and technopian versus luddite ideological views on 

chatbot-based customer relationship management in the emerging “feeling economy. Comput. Hum. Behav. 119, 106721 (2021).
 9. Aoki, N. An experimental study of public trust in AI chatbots in the public sector. Govern. Inf. Q. 37, 101490 (2020).
 10. Hancock, P. A. et al. A meta-analysis of factors affecting trust in human-robot interaction. Hum. Factors 53, 517–527 (2011).
 11. Shin, D. The effects of explainability and causability on perception, trust, and acceptance: Implications for explainable AI. Int. J. 

Hum.-Comput. Stud. 146, 102551 (2021).
 12. Meske, C. & Bunde, E. In International Conference on Human-Computer Interaction (HCII 2020). (eds Degen, H. & Reinerman-

Jones, L.) 54–69 (Springer).
 13. Song, Y. & Luximon, Y. Trust in AI agent: A systematic review of facial anthropomorphic trustworthiness for social robot design. 

Sensors 20, 5087 (2020).
 14. Weitz, K., Schiller, D., Schlagowski, R., Huber, T. & André, E. In Proceedings of the 19th ACM International Conference on Intelligent 

Virtual Agents. 7–9.
 15. Foehr, J. & Germelmann, C. C. Alexa, can I trust you? Exploring consumer paths to trust in smart voice-interaction technologies. 

J. Assoc. Consum. Res. 5, 181–205 (2020).
 16. Nasirian, F., Ahmadian, M. & Lee, O.-K. D. In 23rd Americas Conference on Information Systems (AMCIS) (2017).
 17. Saffarizadeh, K., Boodraj, M. & Alashoor, T. M. in International Conference on Information Systems (ICIS) (2017).
 18. Aoki, N. The importance of the assurance that “humans are still in the decision loop” for public trust in artificial intelligence: 

Evidence from an online experiment. Comput. Hum. Behav. 114, 106572 (2021).
 19. Gillath, O. et al. Attachment and trust in artificial intelligence. Comput. Hum. Behav. 115, 106607 (2021).
 20. Oksanen, A., Savela, N., Latikka, R. & Koivula, A. Trust toward robots and artificial intelligence: An experimental approach to 

human-technology interactions online. Front. Psychol. 11, 568256 (2020).
 21. Singh, U. & Srivastava, K. B. Organizational trust and organizational citizenship behaviour. Global Bus. Rev. 17, 594–609 (2016).
 22. Paliszkiewicz, J. Information security policy compliance: Leadership and trust. J. Comput. Inf. Syst. 59, 211–217 (2019).
 23. Ertürk, A. & Vurgun, L. Retention of IT professionals: Examining the influence of empowerment, social exchange, and trust. J. 

Bus. Res. 68, 34–46 (2015).
 24. Jiang, X., Jiang, F., Cai, X. & Liu, H. How does trust affect alliance performance? The mediating role of resource sharing. Ind. Mark. 

Manag. 45, 128–138 (2015).
 25. Harmon, D. J., Kim, P. H. & Mayer, K. J. Breaking the letter vs spirit of the law: How the interpretation of contract violations affects 

trust and the management of relationships. Strateg. Manag. J. 36, 497–517 (2015).
 26. Nedkovski, V., Guerci, M., De Battisti, F. & Siletti, E. Organizational ethical climates and employee’s trust in colleagues, the supervi-

sor, and the organization. J. Bus. Res. 71, 19–26 (2017).
 27. Singh, A. & Teng, J. T. Enhancing supply chain outcomes through information technology and trust. Comput. Hum. Behav. 54, 

290–300 (2016).
 28. Lansing, J. & Sunyaev, A. Trust in cloud computing: Conceptual typology and trust-building antecedents. ACM SIGMIS Database 

DATABASE Adv. Inf. Syst. 47, 58–96 (2016).
 29. Asencio, H. & Mujkic, E. Leadership behaviors and trust in leaders: Evidence from the US federal government. Public Adm. Q. 40, 

156–179 (2016).
 30. Fulmer, C. A. & Ostroff, C. Trust in direct leaders and top leaders: A trickle-up model. J. Appl. Psychol. 102, 648–657 (2017).
 31. Schnackenberg, A. K. & Tomlinson, E. C. Organizational transparency: A new perspective on managing trust in organization-

stakeholder relationships. J. Manag. 42, 1784–1810 (2016).

https://redshift.autodesk.com/ai-in-manufacturing
https://redshift.autodesk.com/ai-in-manufacturing
https://www.industryweek.com/technology-and-iiot/article/22025683/5-ways-artificial-intelligence-can-boost-productivity
https://www.industryweek.com/technology-and-iiot/article/22025683/5-ways-artificial-intelligence-can-boost-productivity
https://www.marketwatch.com/story/whats-holding-back-artificial-intelligence-americans-dont-trust-it-2017-03-30
https://www.marketwatch.com/story/whats-holding-back-artificial-intelligence-americans-dont-trust-it-2017-03-30
https://techcrunch.com/2017/04/30/algorithmic-accountability
https://doi.org/10.1080/08874417.2020.1788473


11

Vol.:(0123456789)

Scientific Reports |        (2021) 11:13564  | https://doi.org/10.1038/s41598-021-92904-7

www.nature.com/scientificreports/

 32. Li, X., Hess, T. J. & Valacich, J. S. Why do we trust new technology? A study of initial trust formation with organizational informa-
tion systems. J. Strateg. Inf. Syst. 17, 39–71 (2008).

 33. Lippert, S. K. & Michael Swiercz, P. Human resource information systems (HRIS) and technology trust. J. Inf. Sci. 31, 340–353 
(2005).

 34. Vance, A., Elie-Dit-Cosaque, C. & Straub, D. W. Examining trust in information technology artifacts: the effects of system quality 
and culture. Journal of management information systems 24, 73–100 (2008).

 35. Arnold, M. et al. FactSheets: Increasing trust in AI services through supplier’s declarations of conformity. IBM J. Res. Dev. 63, 
6:1-6:13 (2019).

 36. Teo, H.-H., Wei, K. K. & Benbasat, I. Predicting intention to adopt interorganizational linkages: An institutional perspective. MIS 
Q. 27, 19–49 (2003).

 37. Messerschmidt, C. M. & Hinz, O. Explaining the adoption of grid computing: An integrated institutional theory and organizational 
capability approach. J. Strateg. Inf. Syst. 22, 137–156 (2013).

 38. Zheng, D., Chen, J., Huang, L. & Zhang, C. E-government adoption in public administration organizations: Integrating institutional 
theory perspective and resource-based view. Eur. J. Inf. Syst. 22, 221–234 (2013).

 39. Altayar, M. S. Motivations for open data adoption: An institutional theory perspective. Government Information Quarterly 35, 
633–643 (2018).

 40. Hsu, C., Lee, J.-N. & Straub, D. W. Institutional influences on information systems security innovations. Inf. Syst. Res. 23, 918–939 
(2012).

 41. Hu, Q., Hart, P. & Cooke, D. The role of external and internal influences on information systems security—A neo-institutional 
perspective. J. Strateg. Inf. Syst. 16, 153–172 (2007).

 42. Appari, A., Johnson, M. E. & Anthony, D. L. In 15th Americas Conference on Information Systems (AMCIS) 252 (2009).
 43. Wang, H.-K., Tseng, J.-F. & Yen, Y.-F. How do institutional norms and trust influence knowledge sharing? An institutional theory.  

Innovation 16, 374–391 (2014).
 44. Heikkilä, J.-P. An institutional theory perspective on e-HRM’s strategic potential in MNC subsidiaries. J. Strateg. Inf. Syst. 22, 

238–251 (2013).
 45. Sønderskov, K. M. & Dinesen, P. T. Trusting the state, trusting each other? The effect of institutional trust on social trust. Polit. 

Behav. 38, 179–202 (2016).
 46. Chen, Y.-N.K. & Wen, C.-H.R. Impacts of attitudes toward government and corporations on public trust in artificial intelligence. 

Commun. Stud. 72, 115–131 (2020).
 47. Jensen, T. B., Kjærgaard, A. & Svejvig, P. Using institutional theory with sensemaking theory: A case study of information system 

implementation in healthcare. J. Inf. Technol. 24, 343–353 (2009).
 48. DiMaggio, P. J. & Powell, W. W. The iron cage revisited: Institutional isomorphism and collective rationality in organizational 

fields. Am. Sociol. Rev. 48, 147–160 (1983).
 49. Gibbs, J. L. & Kraemer, K. L. A cross-country investigation of the determinants of scope of e-commerce use: An institutional 

approach. Electron. Mark. 14, 124–137 (2004).
 50. Scott, W. R. Institutions and Organizations (SAGE, 1995).
 51. Henisz, W. J., Levitt, R. E. & Scott, W. R. Toward a unified theory of project governance: Economic, sociological and psychological 

supports for relational contracting. Eng. Project Organ. J. 2, 37–55 (2012).
 52. Currie, W. Contextualising the IT artefact: towards a wider research agenda for IS using institutional theory. Information Technol-

ogy & People 22, 63–77 (2009).
 53. Chen, X.-P., Eberly, M. B., Chiang, T.-J., Farh, J.-L. & Cheng, B.-S. Affective trust in Chinese leaders: Linking paternalistic leader-

ship to employee performance. J. Manag. 40, 796–819 (2014).
 54. Cheng, B. S., Chou, L. F., Wu, T. Y., Huang, M. P. & Farh, J. L. Paternalistic leadership and subordinate responses: Establishing a 

leadership model in Chinese organizations. Asian J. Soc. Psychol. 7, 89–117 (2004).
 55. Pavlou, P. A. & Gefen, D. Building effective online marketplaces with institution-based trust. Information Systems Research 15, 

37–59 (2004).
 56. Bandura, A. Social Foundations of Thought and Action: A Social Cognitive Theory (Prentice-Hall, 1986).
 57. Lewis, W., Agarwal, R. & Sambamurthy, V. Sources of influence on beliefs about information technology use: An empirical study 

of knowledge workers. MIS Q. 27, 657–678 (2003).
 58. Chen, Z.-J., Davison, R. M., Mao, J.-Y. & Wang, Z.-H. When and how authoritarian leadership and leader renqing orientation 

influence tacit knowledge sharing intentions. Inf. Manag. 55, 840–849 (2018).
 59. Kankanhalli, A., Tan, B. C. & Wei, K.-K. Contributing knowledge to electronic knowledge repositories: An empirical investigation. 

MIS Q. 29, 113–143 (2005).
 60. Venkatesh, V., Morris, M. G., Davis, G. B. & Davis, F. D. User acceptance of information technology: Toward a unified view. MIS 

Q. 27, 425–478 (2003).
 61. Cyr, D., Head, M., Larios, H. & Pan, B. Exploring human images in website design: A multi-method approach. MIS Q. 27, 539–566 

(2009).
 62. Podsakoff, P. M. & Organ, D. W. Self-reports in organizational research: Problems and prospects. J. Manag. 12, 531–544 (1986).
 63. Chin, W. W. The partial least squares approach to structural equation modeling. Mod. Methods Bus. Res. 295, 295–336 (1998).
 64. Wetzels, M., Odekerken-Schröder, G. & Van Oppen, C. Using PLS path modeling for assessing hierarchical construct models: 

Guidelines and empirical illustration. MIS Q. 33, 177–195 (2009).
 65. Fornell, C. & Larcker, D. F. Evaluating structural equation models with unobservable variables and measurement error. J. Mark. 

Res. 18, 39–50 (1981).
 66. MacKenzie, S. B., Podsakoff, P. M. & Podsakoff, N. P. Construct measurement and validation procedures in MIS and behavioral 

research: Integrating new and existing techniques. MIS Q. 35, 293–334 (2011).

Author contributions
J.L. and J.Y. were involved with the conception of the research and study protocol design. Y.Z. and X.L. executed 
the study and collected the data. All authors contributed to drafting the article.

Funding
This research was supported by the Humanity and Social Science Youth Foundation of Ministry of Education 
of China Grant Number 18YJC630068.

Competing interests 
The authors declare no competing interests.



12

Vol:.(1234567890)

Scientific Reports |        (2021) 11:13564  | https://doi.org/10.1038/s41598-021-92904-7

www.nature.com/scientificreports/

Additional information
Correspondence and requests for materials should be addressed to J.Y.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2021

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	An empirical investigation of trust in AI in a Chinese petrochemical enterprise based on institutional theory
	Literature review
	Trust in AI. 
	Trust in organizational context. 
	Institutional theory. 

	Hypotheses development
	Research methodology
	Measurement. 
	Data collection. 

	Analysis and results
	Measurement model. 
	Structural model. 

	Discussion and Implications
	Major findings. 
	Practical implications. 
	Limitations. 

	Conclusion
	References


