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How is temporal information processed in human visual cortex?
Visual input is relayed to V1 through segregated transient and
sustained channels in the retina and lateral geniculate nucleus
(LGN). However, there is intense debate as to how sustained and
transient temporal channels contribute to visual processing beyond
V1. The prevailing view associates transient processing predomi-
nately with motion-sensitive regions and sustained processing with
ventral stream regions, while the opposing view suggests that both
temporal channels contribute to neural processing beyond V1. Us-
ing fMRI, we measured cortical responses to time-varying stimuli
and then implemented a two temporal channel-encoding model to
evaluate the contributions of each channel. Different from the gen-
eral linear model of fMRI that predicts responses directly from the
stimulus, the encoding approach first models neural responses to
the stimulus from which fMRI responses are derived. This encoding
approach not only predicts cortical responses to time-varying stim-
uli from milliseconds to seconds but also, reveals differential con-
tributions of temporal channels across visual cortex. Consistent
with the prevailing view, motion-sensitive regions and adjacent
lateral occipitotemporal regions are dominated by transient re-
sponses. However, ventral occipitotemporal regions are driven by
both sustained and transient channels, with transient responses
exceeding the sustained. These findings propose a rethinking of
temporal processing in the ventral stream and suggest that tran-
sient processing may contribute to rapid extraction of the content
of the visual input. Importantly, our encoding approach has vast
implications, because it can be applied with fMRI to decipher neural
computations in millisecond resolution in any part of the brain.
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How does the visual system process the temporal aspects of
the visual input? In the retina (1) and lateral geniculate

nucleus (LGN) (2–4), temporal processing is thought to be me-
diated predominately by a magnocellular (M) pathway distin-
guished by its large transient responses (3, 4) and a parvocellular
(P) pathway, which has larger sustained responses than the M
pathway (3, 4) [in addition to a smaller koniocellular (5) path-
way]. While M and P pathways remain segregated up to striate
cortex (V1), there is intense debate as to how these pathways
contribute to visual processing in extrastriate cortex. The pre-
vailing view suggests that the dorsal stream, particularly motion-
sensitive middle temporal (MT), is M-dominated (6–8), and that
the ventral stream, particularly V4, is P-dominated (9). However,
based on evidence for M and P contributions to both V4 (5, 9)
and MT (10, 11), an opposing view suggests that these pathways
are not segregated in extrastriate cortex (5, 8).
Since M and P pathways are associated with transient and

sustained responses, respectively, these theories make predic-
tions regarding temporal processing in human visual cortex. The
prevailing view predicts that human MT complex (hMT+) will
have large transient but small sustained responses and con-
versely, that human V4 (hV4) will have large sustained but small
transient responses. However, the opposing view predicts sub-
stantial transient and sustained responses in both hMT+ and
hV4. These predictions are derived from studies of the macaque

brain; whether the same predictions can be made for the human
brain is uncertain, because the organization of human visual
cortex differs from the macaque in three notable ways. (i) V4 and
MT neighbor in the macaque brain, but hV4 and hMT+ are
separated by ∼3 cm in the human brain; (ii) whether macaque
V4 and hV4 are homologous is subject to debate (12–15); and
(iii) the human brain contains several additional visual regions
neighboring hV4 and hMT+ that are not found in the macaque
[VO-1/VO-2 (13) and LO-1/LO-2 (16), respectively]. Thus, gen-
erating a complete model of temporal processing in human visual
cortex necessitates measurements in humans.
Understanding temporal processing in human visual cortex

has seen little progress for two main reasons. First, the temporal
resolution of noninvasive fMRI measurements is in the order of
seconds (17), an order of magnitude longer than the timescale of
neural processing, which is in the tens to hundreds of millisec-
onds range. Second, while fMRI responses are largely linear for
long stimulus presentations (18, 19), they exhibit marked non-
linearities for short and transient stimuli (18–23). Since the
general linear model (GLM) for fMRI (18, 24) is thought to be
inadequate for modeling responses to such stimuli and fMRI is
slow, the temporal processing characteristics of human visual
cortex has remained elusive.
If the observed nonlinearities are of neural [rather than blood

oxygen level dependent (BOLD)] origin, a new encoding ap-
proach applied to fMRI (25–27), which uses computational
models to predict neural responses (even if they are nonlinear),
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could surmount these issues. Different from the GLM method,
which predicts fMRI signals directly from the stimulus, the
encoding approach first models neural responses to the stimulus
and then, from the predicted neural responses, calculates fMRI
responses. The encoding approach (25–29) has been influential
for three reasons: (i) it provided an important insight that ac-
curately modeling neural responses at a subvoxel resolution
better predicts fMRI responses at the voxel resolution, (ii) it has
advanced understanding of neural mechanisms by building ex-
plicit quantitative models of neural computations, and (iii) it can
be applied to predict fMRI responses to dynamic stimuli, such as
movies, by using millisecond variations in the stimulus to pre-
cisely model neural responses (30, 31).
Here, we sought to leverage the encoding approach to char-

acterize temporal processing in human visual cortex. Thus, we
built a temporal encoding model of neural responses to time-
varying visual stimuli in millisecond resolution and used this
model to predict fMRI responses in second resolution. The
model is based on estimation of the transient and sustained
neural channels’ impulse response functions (IRFs) from mea-
surements in macaque V1 (32–34) and psychophysics in humans
(35–38). To determine temporal processing in human visual
cortex, we implemented three experiments aimed to measure
fMRI responses to time-varying visual stimuli that were sus-
tained (one continuous image per trial, durations ranging from
2 to 30 s) (Fig. 1, experiment 1), transient [30 flashed, 33-ms long
images per trial, interstimulus intervals (ISIs) ranging from 33 to
967 ms] (Fig. 1, experiment 2), or contained both transient and
sustained components (30 continuous images per trial, durations
ranging from 67 to 1,000 ms per image) (Fig. 1, experiment 3).
We first determined if millisecond temporal variations in visual
stimuli generate substantial modulations of fMRI responses in
visual cortex. Then, we used experiments 1 and 2 data to esti-

mate the parameters of the two temporal channel-encoding
model. Finally, we evaluated how well the model predicts
fMRI responses to stimuli that vary in their temporal properties
from milliseconds to seconds in data from experiment 3. Addi-
tionally, to verify the utility of the two-temporal channel model,
we compare its performance with that of several other models of
fMRI responses (17, 18, 39, 40) featuring different channel ar-
chitectures and nonlinearities. After we established the model’s
validity, we derived the contributions of sustained and transient
channels to neural responses across striate and extrastriate visual
cortex to test the competing theoretical hypotheses.

Results
Do Millisecond Temporal Variations in the Visual Stimulus Modulate
V1 Responses? To test the feasibility of this approach, we first
examined V1 responses during the three experiments. Predicted
fMRI responses from a GLM depend only on the type and du-
ration of stimuli. Thus, the GLM approach predicts longer re-
sponses for longer trials and identical responses in experiments
1 and 3 (Fig. 2A, blue and green, respectively), which use the
same visual stimuli and trial durations and just vary by the
number of images per trial (1 vs. 30, respectively). Furthermore,
the model predicts that the amplitude of responses in experi-
ments 1 and 3 will increase from 2- to 8-s trials and will remain
largely the same for longer trials. While this model predicts the
same response durations in experiment 2, it predicts substantially
lower response amplitudes in experiment 2 than experiments
1 and 3, because the transient visual stimuli are presented for
only a fraction of each trial. Furthermore, the model predicts a
progressive decrease in response amplitude during experiment
2 from 2- to 30-s trials as the fraction of the trial in which visual
stimuli are presented decreases (from 1/2 to 1/30 of the trial)
(Fig. 2A, red).
While V1 responses to sustained visual stimulation in experi-

ment 1 largely followed the predictions of a GLM (Fig. 2A, blue),
responses in experiments 2 and 3 deviated from GLM predic-
tions. First, responses in experiment 3 (Fig. 2B, green) were
higher than responses in experiment 1 for all trial durations.
Second, responses to transient stimuli in experiment 2 (Fig. 2B,
red) were substantially higher than predicted by a GLM. In fact,
V1 responses during 2- to 8-s trials of experiment 2 were equal or
higher than those of experiment 1, although the cumulative du-
ration of stimulation across images in experiment 2 was a frac-
tion of the duration of stimulation in experiment 1. Third,
different from the predictions of the GLM, response amplitudes
in experiment 2 did not systematically decline with trial duration
but instead, peaked for the 4-s trials.
These data show that (i) varying the temporal characteristics

of visual presentation in the millisecond range has profound
effects on V1 fMRI responses and (ii) the GLM approach is
inadequate in predicting measured fMRI responses for these
stimuli, in agreement with prior data. Furthermore, the higher
responses in experiment 3 (which has both sustained and tran-
sient visual stimulation) compared with experiments 1 and 2
(which have either sustained or transient stimuli, respectively)
suggest that both transient and sustained components of the
visual input contribute to the fMRI signals, consistent with
our hypothesis.

An Encoding Model for Temporal Processing in Visual Cortex. To
accurately predict fMRI responses in all three experiments, we
built a temporal encoding model of neural responses in milli-
second resolution and used this model to predict fMRI responses
in second resolution (Fig. 3). Our model consists of two neural
temporal channels, each of which can be characterized by a
linear systems approach using a temporal IRF (32–34, 36–38).
The sustained channel is characterized by a monophasic IRF
(Fig. 3B, blue channel IRF), peaking at around 40 ms and lasting
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Fig. 1. Measuring brain responses to combinations of sustained and tran-
sient visual stimuli. (A) Participants fixated centrally and viewed phase-
scrambled gray-level images that were presented in trials of different du-
rations interleaved with 12-s periods of a blank screen. The same fixation
task (detecting change in fixation color) was used in all three experiments.
Experiment 1: a single phase-scrambled image was shown for the duration
of a trial. Experiment 2: 30 briefly presented images (33 ms each), each
followed by a blank screen, were presented in each trial. As the trial dura-
tion lengthens, the gap between images increases, causing the fraction of
the trial containing visual stimulation to decrease. Experiment 3: 30 contin-
uous images (with no gaps between consecutive stimuli) were presented in
each trial. As the block duration lengthens, the duration of each image
progressively increases. (B) The same trial durations (2, 4, 8, 15, or 30 s) were
utilized across all three experiments, while the rate and duration of visual
presentation varied between experiments. Corresponding trials in experi-
ments 1 and 3 have the same overall duration of stimulation but different
numbers of stimuli, whereas trials in experiments 2 and 3 have the same
number of stimuli but different durations of stimulation. (Upper) Stimula-
tion durations for example trials in each experiment; (Lower) zoomed-in
view of the 2- and 4-s trials.
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100–150 ms; convolving this channel with a visual stimulus will
produce a sustained neural response for the duration of the
stimulus. The transient channel is characterized by a biphasic
IRF, akin to a derivative function, with the positive part peaking
at around 35 ms and the negative part peaking at around 70 ms
(Fig. 3B, red channel IRF). A quadratic nonlinearity (squaring)
is added, as both stimulus onset and offset lead to increased
neural firing and consequently, increased metabolic demands
(38, 41). This nonlinearity produces a positive neural response
when there is an onset or offset of the visual stimulus but zero
response in between when the stimulus is presented for durations
longer than the duration of the IRF. The predicted fMRI re-
sponse is generated by convolving the output of each neural
channel with the hemodynamic response function (HRF) and
summing the responses of the two temporal channels (Fig. 3C).
Our procedure for evaluating the two temporal channel-

encoding model had three stages. First, we estimated the contri-
butions of the two temporal channels to fMRI signals using con-
catenated data from experiments 1 and 2 that were designed to
largely drive sustained or transient channels, respectively. Second,
we cross-validated the model by testing how well it predicted data
from experiment 3 that had both transient and sustained visual
stimulation. Third, we compared the performance with two other
families of models: a family of three hemodynamic models and a
family of three nonlinear single-channel neural models imple-
menting compressive temporal summation (CTS). Hemodynamic
models are (i) the standard GLM approach (18, 24), (ii) the he-
modynamic temporal derivative (HTD) model that has been used
to model temporal variability of hemodynamic responses across
cortex (39) and contains two linear channels—the canonical HRF
and its derivative—and (iii) the balloon model (17), which models
changes in blood flow, volume, and oxygenation to account for
nonlinearities in fMRI signals. CTS single-channel neural models
that were derived to explain subadditive temporal summation and
adaptation effects in fMRI responses are (i) compressive temporal
summation with a static power law (CTS-p), (ii) compressive

temporal summation with divisive normalization (CTS-n) (40),
and (iii) dynamic compressive temporal summation (dCTS),
which has a prominent onset response and a subsequent declining
continued response for the duration of the stimulus (40).

Does a Two-Temporal Channel Model Explain V1 fMRI Responses to
Time-Varying Stimuli? Comparing the predictions of the two-
temporal channel model with V1 responses reveals three find-
ings. First, the two-temporal channel model containing one
sustained predictor (weighted by βS) and one transient predictor
(weighted by βT) generated fMRI signals that tracked both the
duration and amplitude of V1 responses in experiments 1 and 2
[Fig. 4A, compare model prediction (black) with measured
V1 data (gray)]. Consistent with our predictions, the sustained
channel accounted for the majority of responses in experiment 1
(blue in Fig. 4A, Upper), while the transient channel contributed
the bulk of the response in experiment 2 (red in Fig. 4A, Lower).
Second, the two-temporal channel model with βS and βT fit from
experiments 1 and 2 (Fig. 4C) accurately predicted independent
data from experiment 3 (Fig. 4B). The sustained contribution
(Fig. 4 A and B, blue) in experiment 3 was comparable with
experiment 1 (these experiments have the same total duration of
stimulation per trial), and the transient contribution (Fig. 4 A
and B, red) in experiment 3 was similar to experiment 2 (these
experiments have the same number of transients per trial). Since
both temporal channels provided a significant contribution to
V1 and the contributions of the two channels are additive, ex-
periment 3 responses were higher than both experiments 1 and
2 across all trial durations. Analysis of cross-validated R2 showed
that the two-temporal channel model explained an average of
72 ± 2% of variance in experiment 3 (Fig. 4F), although the
channel weights were estimated from responses to independent
data with different temporal characteristics. Third, the two-
temporal channel model outperformed the other models that
we tested. Notably, while all models predicted V1 responses to
the long and sustained stimulus presentations in the first ex-
periment, hemodynamic models failed to capture responses to
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Fig. 3. The two-temporal channel model. (A) Transitions between stimulus
and baseline screens are coded as a step function representing when a
stimulus was on vs. off with millisecond temporal resolution. In the example
illustrated here, each stimulus is presented for 33 ms and followed by a 100-ms
blank screen. (B) Separate neural responses for the sustained (blue) and
transient (red) channels are modeled by convolving the stimulus vector with
IRFs for the sustained and transient channels, respectively, estimated from
human psychophysics. A squaring nonlinearity is applied in the transient
channel to rectify offset deflections (Materials and Methods). (C) Sustained
and transient fMRI response predictors are generated by convolving each
channel’s neural responses with the HRF and down-sampling to match the
temporal acquisition rate of fMRI data. The total fMRI response is the sum of
the weighted sustained and transient fMRI predictors for each channel. To
estimate the contributions (β weights) of the sustained (βS) and transient (βT)
channels in V1, we fit the two-temporal channel model to data concatenated
across experiments 1 and 2.
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Fig. 2. V1 responses to transient stimuli differ from the predictions of a
GLM. (A) The GLM approach predicts the same response in trials of the same
duration across experiment 1 (blue) and experiment 3 (green), since both
present stimuli continuously for the same total duration in each trial.
However, responses in experiment 2 (red) are predicted to be much lower,
because stimuli are spaced apart and are only presented for a fraction of
each trial duration. Illustrations of the stimulus are schematic representa-
tions. (B) The mean V1 response in experiments 1–3 averaged across
12 participants. Each curve is data from a different experiment. Shaded re-
gions around the curves indicate ±1 SEM across 12 participants. In both A
and B, the onsets and lengths of the trials are illustrated as thick black bars
below each graph, and curves extend 2 s before the onset and 12 s after the
offset of each trial.
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transient stimuli in the second experiment (Fig. 2A and Fig.
S1A). That is, the two-temporal channel model fit to both ex-
periments explained an average of 65 ± 3% (mean ± 1 SEM
across participants) of V1 response variance in experiment 1
(Fig. 4D) and 52 ± 3% of the variance in experiment 2 (Fig. 4E).
In contrast, the hemodynamic models fit to both experiments
explained an average of 62 ± 3% of the variance in experiment 1
(Fig. 4D) but less than 1 ± 1% of the variance in experiment 2
(Fig. 4E). Furthermore, although CTS models explained an av-
erage of 64 ± 3% of the variance in experiment 1 (Fig. 4D) and
48 ± 3% of the variance in experiment 2 (Fig. 4E), all CTS
models underestimated responses in experiment 3 (Fig. S1B).
Indeed, in experiment 3, the average cross-validated R2 of the
two-temporal channel models was significantly higher than each
of the hemodynamic or CTS models (ts > 2.06, ps < 0.01, paired
t tests) (Fig. 4F). In general, the dual channel models out-
performed the other families of models in all visual areas tested
(Figs. S2 and S3), with no significant differences in performance
between the quadratic and rectification nonlinearities on the

transient channel (Fig. 4 D–F and Fig. S1). Thus, a two-temporal
channel model with a linear sustained channel and a linear–
nonlinear transient channel predicts fMRI responses to visual
stimuli across a threefold range of presentation durations rang-
ing from tens of milliseconds to tens of seconds with greater
accuracy than several alternative models.

Do Temporal Processing Characteristics Differ Across Intermediate
Visual Areas? We next examined hV4 and hMT+ responses to
the time-varying visual stimuli in experiments 1–3, as the com-
peting theories make different predictions regarding the contri-
butions of sustained and transient channels to these regions.
hV4 and hMT+ illustrated distinct patterns of responses. Like
V1, hV4 showed higher responses in experiment 3 (30 continu-
ous images per trial) than either experiment 1 (1 continuous
image per trial) or experiment 2 (30 flashed images per trial).
Different from V1, hV4 exhibited equal or stronger responses to
the brief transient visual stimuli in experiment 2 than the sus-
tained single images in experiment 1 (Fig. 5A). Different from
both V1 and hV4, hMT+ exhibited close to zero evoked re-
sponses for the sustained stimuli in experiment 1 (except for
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Fig. 4. Sustained and transient contributions to V1 fMRI responses.
(A) Measured V1 responses in experiments 1 and 2 are plotted as the mean
(white) ±1 SD (gray) across 12 participants for each trial duration. Super-
imposed are the predictions of the two-temporal channel model (quadratic
nonlinearity) (as in Fig. 3) fit across data from both experiments. Blue, sus-
tained predictor weighted by βS; red, transient predictor weighted by βT;
black, prediction of the two-temporal channel model, which is the addition
of the two channels. (B) Measured V1 responses and cross-validated model
prediction for experiment 3. The sustained and transient predictors are
weighted with βS and βT, respectively, fitted from experiments 1 and 2. Trial
durations in A and B are illustrated below the x axis, and curves extend 2 s
before the onset and 12 s after the offset each trial. (C) The model solution
(βS and βT) for V1 fit with the two-temporal channel model using data
concatenated across experiments 1 and 2. (D–F) Comparison of the variance
explained (R2) across three families of models for each experiment with re-
sults of corresponding ANOVA indicating the main effect of model. White,
hemodynamic models (1, GLM; 2, HTD model; 3, balloon model); light gray,
single-channel models (4, CTS-p; 5, CTS-n; 6, dCTS); dark gray, dual channel
models (7, two-temporal channel model with rectification; 8, two temporal
channel with quadratic power law). Dashed lines indicate the noise ceiling.
Open circles indicate models with significantly worse performance vs. dual
channel models (P < 0.05). Error bars in C–F indicate ±1 SEM across partici-
pants. F value of an ANOVA comparing model family performance (hemo-
dynamic, single channel with a compressive nonlinearity, two temporal
channel with a nonlinearity) for each experiment is indicated. *Significant
difference across models (P < 0.001).
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Fig. 5. Differential sustained and transient contributions across hV4 and
hMT+. (A) hV4 and (B) hMT+ responses for experiment 1 (blue), experiment
2 (red), and experiment 3 (green). Curves show the mean (solid line) ±1 SEM
across 12 participants (shaded area). Trial durations are indicated by the
thick black bars below the x axis, and curves extend 2 s before the onset and
12 s after the offset each trial. The two-temporal channel model solution (βS
and βT; quadratic nonlinearity) for (C) hV4 and (D) hMT+ is plotted with
error bars representing ±1 SEM across participants. (E) Comparison of the
variance explained (R2) by each of the models tested. All models were fit
using data from experiments 1 and 2. ANOVAs for each experiment for hV4
(Left) and hMT+ (Right) indicate significant differences in performance
across models. White, hemodynamic models (1, GLM; 2, HTD model; 3, bal-
loon model); light gray, single-channel models (4, CTS-p; 5 CTS-n; 6 dCTS);
dark gray, dual channel models (7, two-temporal channel model with rec-
tification; 8, two temporal channel with quadratic power law). Dashed lines
indicate the noise ceiling. Open circles indicate models with significantly
worse performance vs. dual channel models (P < 0.05). Error bars in C–F
indicate ±1 SEM across participants. F value of an ANOVA comparing model
family performance for each experiment is indicated. *Significant difference
across model family (P < 0.001).
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onset and offset responses that are visible in trials of 8 s and
longer) (Fig. 5B). However, hMT+ showed substantial responses
for transient stimuli in experiment 2 that were comparable with
experiment 3, which had both transient and sustained stimula-
tion. Together, these data suggest differences in temporal pro-
cessing across hV4 and hMT+.
Next, we quantified hV4 and hMT+ responses with the two

temporal channel-encoding model. The model fits revealed
(i) that, in hV4, both channels contributed to responses, with the
contribution of the transient channel about double that of the
sustained channel (Fig. 5C) and (ii) that, in hMT+, the transient
channel substantially contributed to responses but that the sus-
tained channel had close to zero contribution (Fig. 5D). Across
both hV4 and hMT+, the two-temporal channel models fit data
from experiment 2 better than the hemodynamic models [ts >
4.88, ps < 0.001, paired t tests on R2 values for each region of
interest (ROI)] and predicted data from experiment 3 equally or
better than all hemodynamic and CTS models (Fig. 5E). These
results show that not only does the two-temporal channel model
perform significantly better than a variety of alternate models at
intermediate stages of the visual hierarchy but that the contri-
butions of transient and sustained channels differ across hV4
and hMT+.

What Is the Topology of Sustained and Transient Channels Across Visual
Cortex? To complement the ROI approach, we next visualized the
spatial topology of the sustained and transient channels across
visual cortex, which enables mapping channel contributions at the
voxel level.
Examining the contribution of sustained and transient chan-

nels across ventral and lateral occipitotemporal cortex revealed
two main findings. First, lateral occipitotemporal cortex was
devoid of contributions from the sustained channel but had
substantial contributions from the transient channel (Fig. 6 A
and B). This effect was widespread and not only included voxels
in hMT+, as predicted by the prior analysis, but also, extended
(i) posteriorly into portions of lateral occipital areas LO-1 and
LO-2 and (ii) ventrally into the inferior occipital gyrus and lat-
eral fusiform gyrus. Dorsal regions along the intraparietal sulcus
also showed negligible sustained responses (Fig. 6B). Second, in
ventral occipitotemporal cortex, regions along the posterior
collateral sulcus and medial fusiform gyrus (where hV4, VO-1,
and VO-2 are located) showed both transient and sustained re-
sponses, with larger contributions from the transient than sus-
tained channel (Fig. 6A). Third, a similar pattern of results was
observed when participants viewed complex stimuli, such as
faces, bodies, and pseudowords (Fig. S4). This indicates that the
differential contributions of the sustained and transient channels
to early and intermediate regions generalize across stimuli.
We quantified the mean contributions of transient and sus-

tained channels across visual areas spanning occipitotemporal
cortex. Our results showed differences in the contributions of
sustained and transient channels across early visual cortex (V1–
V3), ventral occipitotemporal cortex (hV4, VO-1, and VO-2),
lateral occipitotemporal cortex (LO-1, LO-2, and hMT+), and
dorsal occipitotemporal cortex [V3A and V3B; significant tem-
poral channel by cluster interaction, F3, 33 = 10.29, P < 0.001,
two-way ANOVA on β weights with factors of temporal channel
(sustained/transient) and visual cluster (early/ventral/lateral/
dorsal)] (Fig. 6C). From V1 to higher-order areas, there was a
larger drop in the contribution of the sustained channel than the
transient channel (Fig. 6C). Nevertheless, there were significant
differences among clusters: in ventral areas, both sustained and
transient channels contributed to responses, but in lateral areas,
responses were largely dominated by the transient channel (Fig.
6C). As the overall amplitude of responses varied across regions,
we quantified the relative contribution (ratio) of sustained to
transient channel across regions (Fig. 6D). Dorsal and lateral

regions have a larger transient preference than V1, as predicted
by prior research. However, it is surprising that ventral regions
hV4, VO-1, and VO-2 also have a greater transient preference
than V1 (Fig. 6D and Fig. S4).
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Fig. 6. Differential transient and sustained contributions across visual regions.
(A) Ventrolateral view of occipitotemporal cortex (Inset) depicting group-
averaged (n = 12) maps of the contributions of transient (Left) and sustained
(Right) channels. We estimated β weights for each channel in each voxel in each
participant’s native brain space; β-weight maps were then transformed to the
FreeSurfer average brain using cortex-based alignment and averaged across
participants in this common cortical space. The resulting group maps were
thresholded to exclude voxels with weak contributions (−0.1 > β > 0.1).
Boundaries of ventral and lateral regions (black) are drawn from the Wang
atlas (69), with hMT+ as the union of TO-1 and TO-2. (B) Same as A for the
dorsolateral view (Inset). (C) Contributions (β weights) of transient (x axis) and
sustained (y axis) channels to each visual area as estimated by the two-temporal
channel model. Marker size spans ±1 SEM across 12 participants in each axis,
and β weights were solved by fitting the two temporal channel using data
concatenated across experiments 1 and 2. (D) The ratio of sustained to transient
channel contributions was computed for each subject and visual area. Data
show the average across subjects per area. A ratio of one indicates no prefer-
ence, a ratio of less than one indicates a transient preference, and a ratio equal
to zero indicates no sustained responses. Colored dots indicate a significantly
(P < 0.05) different ratio vs. V1 (gray), hV4 (purple), and hMT+ (orange).
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The spatial topology of sustained and transient channels also
revealed differences in temporal processing within regions.
Specifically, in early visual cortex (V1–V3), the sustained chan-
nel was robust in eccentricities <20° but declined in more pe-
ripheral eccentricities (Fig. 7A, Right). In contrast, the transient
channel contributed to responses across a larger range of ec-
centricities that extend farther into the periphery (>20°) (Fig.
7A, Left). We quantified these effects by measuring the contri-
butions of the two channels across eccentricities using uniformly
sized disk ROIs defined along the horizontal meridian repre-
sentations in V1 and V2/V3 (Fig. 7B). This quantification showed
that, in early visual areas, the magnitude of the sustained channel
declined more rapidly with eccentricity than the transient channel
to the extent that, at eccentricities of 40°, there still was a 0.90 ±
0.17% transient response but less than 0.26 ± 0.07% of a sustained
response (Fig. 7B). Furthermore, the decline of the sustained
channel with eccentricity occurred more rapidly in V2/V3 than V1.
Together, we find a differential contribution of transient and
sustained channels across eccentricities and areas [significant
three-way interaction of temporal channel (sustained or transient),
visual area (V1 or V2/V3), and eccentricity (5°, 10°, 20°, or 40°),
F3, 33 = 3.18, P < 0.05, three-way ANOVA on β weights].

Discussion
Our results show that a two-temporal channel model of neural
responses, containing a sustained linear channel and transient
channel with a nonlinearity, is a parsimonious encoding model
that predicts fMRI responses in human visual cortex to visual
stimuli across a broad range of durations from tens of millisec-
onds to tens of seconds. Critically, our data address the ongoing
debate regarding the contribution of sustained and transient
channels in extrastriate cortex. Consistent with the prevailing
view (2, 6, 7), we find that the transient channel dominates
hMT+ responses and peripheral eccentricity representations of
V1 (38). Importantly, we show that this temporal processing
characteristic extends to human lateral occipitotemporal cortex
as well as peripheral eccentricity representations of V2 and V3.

In contrast to the prevailing view, we find that both sustained and
transient channels drive responses in not only hV4 but also,
ventral occipitotemporal regions VO-1 and VO-2, with a sur-
prisingly larger transient preference in ventral regions compared
with V1. This finding argues against the view that the ventral
stream primarily codes static visual information and suggests
a rethinking of the role of transient processing in the visual
system.
One prior experiment (38) had used a similar two-temporal

channel approach to model luminance transients in visual cortex
during an experiment in which subjects were placed in the
scanner with semitransparent, hemisphere-shaped diffusers over
their eyes and presented with alternating 24-s blocks of low and
high luminance with no spatial contrast. Because the study by
Horiguchi et al. (38) contained a single experimental condition,
their data do not enable making inferences about the validity of
the model to other conditions or stimuli. In contrast, our study
used an innovative experimental design that revealed four im-
portant findings. (i) A key finding of our study is that the two-
temporal channel model explains the observed nonlinearities in
fMRI responses for transient and rapid visual stimuli, resolving
an outstanding gap in knowledge in understanding BOLD sig-
nals. We made the data and the code implementing this model
freely available: https://osf.io/mw5pk. (ii) We report differences
in the contributions of the sustained and transient channels
across multiple visual areas in the human brain. (iii) We tested a
range of conditions within and across experiments and show that
the two-temporal channel model not only predicts the responses
to data (experiment 3) but that it generalizes across a variety of
low- and high-level visual stimuli. (iv) We quantitatively evalu-
ated the performance of this model compared with other models
(17, 18, 39, 40) and show that it outperforms them, especially
for conditions containing brief and rapid visual stimulation.

Differential Transient and Sustained Responses Across Visual Cortex.
Our research fills a large gap in knowledge regarding temporal
processing in human visual cortex by showing (i) that the two-
temporal channel model is applicable to at least 10 additional vi-
sual areas beyond V1 (32–34, 38, 42) and (ii) that temporal pro-
cessing is a key functional attribute that differentiates visual areas.
Our observation that hMT+ responses to sustained stimuli are

close to zero is consistent with the prevailing view (i) that hMT+
is involved in processing visual dynamics rather than static in-
formation and (ii) that inputs to hMT+ are M-dominated (7).
Notably, we found that neighboring regions, LO-1 and LO-2,
also have close to zero sustained responses. This finding is in-
teresting, because LO-2, which is thought to be involved in visual
processing of objects (16, 43) and body parts (44), shows more
robust responses to rapidly presented stimuli compared with
nearby category-selective regions (45). These data suggest that
this characteristic may be an outcome of a dominant transient
channel—a hypothesis that can be tested in future research using
more optimal stimuli to drive this region.
Inconsistent with the prevailing view, we found that hV4

showed not only sustained responses as expected (8, 23, 46, 47)
but also, large transient responses. While this observation is
consistent with reports that macaque V4 receives both P and M
inputs (5, 9), it is unexpected that the transient preference in
hV4 is larger than V1. Furthermore, unlike the macaque brain,
where portions of V4 are adjacent to MT, hV4 is ∼3 cm away
from hMT+, indicating that this finding cannot be explained by
the proximity of these two regions. While the sustained channel
is often associated with coding static visual input and the tran-
sient channel is often associated with coding visual dynamics (46,
48, 49), visual transients can also indicate changes to the content
of the visual input. Indeed, in our experiments, transients oc-
curred when stimuli changed (i.e., when a new image was shown
or an image was replaced by a uniform gray screen). Since the
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Fig. 7. Differential transient and sustained contributions across central and
peripheral eccentricities. (A) Medial cortical surface zoomed on the occipital
lobe (Inset) depicting group-averaged (n = 12) maps of the contributions of
transient (Left) and sustained (Right) channels. We first estimated β weights
of each channel in each voxel in each participant’s native brain space;
β-weight maps were transformed to the FreeSurfer average brain using
cortex-based alignment and averaged across participants in this common
cortical space. The resulting group maps were thresholded to exclude voxels
with weak contributions (−0.1 > β > 0.1). Regional boundaries (black) and
eccentricity bands (white) of early visual areas are derived from the Benson
atlas (70). (B) Contributions of transient (x axis) and sustained (y axis)
channels across eccentricities along the horizontal representation in V1
(grays) and V2/V3 (blues) as estimated by the two-temporal channel model.
Eccentricities range from 5° (lightest markers) to 40° (darkest markers).
Marker size spans ±1 SEM across 12 participants in each dimension, and β
weights were solved by fitting the two temporal channel using data con-
catenated across experiments 1 and 2.
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function of the ventral stream is to derive the content of the
visual input, fast, transient visual processing in ventral stream
regions may enable rapid processing of visual changes (50),
which in turn, may foster detection of novel stimuli and rapid
extraction of the gist of the visual scene.
It is interesting that temporal processing in dorsolateral occipi-

totemporal regions, like that of far peripheral eccentricities (>20°)
in early visual cortex, was dominated by the transient channel, and
temporal processing in ventral occipitotemporal regions, like cen-
tral eccentricities in early visual cortex, showed a dual channel
contribution. These functional characteristics may be anatomically
supported by white matter connections from peripheral represen-
tations of early visual areas to MT and nearby regions (51) that are
separate from white matter connections from central representa-
tions of early visual cortex to ventral occipitotemporal regions (52).
Furthermore, our observations of diminished sustained responses in
the periphery of early visual cortex are consistent with prior findings
showing reduced P inputs (53) and diminished sustained luminance
responses (38) in peripheral compared with central V1 as well as
faster perception in the periphery (54).

Implications for Modeling fMRI Signals: Millisecond Timing Matters.
Our data have important implications regarding modeling fMRI
signals and understanding temporal processing in the human
brain, because they show (i) that varying the temporal charac-
teristics of the visual stimulus in the milliseconds range has ob-
servable effects on fMRI responses in the seconds range and
(ii) that, by considering the contribution of a transient neural
channel, an encoding model can account for nonlinearities in
fMRI responses for rapid and short visual stimuli (18–20, 22, 55).
It would be interesting to extend our design using rapid event-
related paradigms and accelerated MRI acquisitions to measure
and model responses to single brief images in future studies.
Our data extend the original GLM of fMRI signals (18, 24) by

showing the importance of modeling the temporal properties of
neural responses at millisecond resolution to accurately predict
fMRI signals. In their original study, Boynton et al. (18) noted
that, for short durations (3–6 s), fMRI responses deviated from
the predictions of the linear model, which underestimated fMRI
signals. These nonlinearities are exacerbated in experiments
using even shorter stimuli [1/4–2 s (20, 22, 55)]. Likewise, in
experiment 2 of our study, linear hemodynamic models fail to
account for the large fMRI responses to brief, transient stimuli
(Fig. 4 and Figs. S1–S3). Boynton et al. (18) suggested that
nonlinearities in BOLD responses, neural adaptation, or tran-
sient neural responses may explain deviations from linearity in
fMRI responses. We favor the interpretation that transient re-
sponses account for nonlinearities for four reasons. (i) Taking
into account the neural transient channel resolves this non-
linearity and can predict not only our fMRI measurements but
also, prior data showing nonlinearities (22) (Fig. S5). (ii) Ad-
aptation would have resulted in declining responses during long
trials of continuous presentation of a single stimulus (50).
However, we observed negligible adaptation in striate (56) and
extrastriate (e.g., hV4) areas, even during the 30-s single con-
tinuous image trials. (iii) While the family of single-channel CTS
models examined here was developed to model subadditive ac-
cumulation of fMRI responses caused by adaptation (40), their
generalization across a range of temporal conditions is more
limited than the two-temporal channel model (Fig. 4 and Figs.
S1–S3). (iv) The balloon model, explicitly derived to model
neurovascular nonlinearities in the BOLD signal, did not ac-
count for experimental conditions containing transient stimuli.
Of the other models tested, dCTS (40) came closest in perfor-

mance to the two-temporal channel model. Like the two-temporal
channel model, dCTS has a prominent onset response. Different
from the two-temporal channel model, it predicts a declining
continuous response across the duration of the stimulus and pre-

dicts no offset response. Notably, the two-temporal channel model
has several advantages over dCTS. (i) It is a more parsimonious
model: across ROIs and experiments, its performance is equal or
better than the dCTS. (ii) It is a more interpretable model, as it is
clear which component of the response is caused by the transient
and which is caused by the sustained part, which is difficult to
untangle with the dCTS model. (iii) It is faster and easier to solve,
as the solution is analytical rather than requiring complex non-
linear optimization.
While the two-temporal channel model provides a significant

improvement in modeling fMRI signals, we acknowledge that this
model does not explain the entire variance of fMRI signals (Fig.
S3) and does not account for all nonlinearities. For example, in
experiment 3, the model overestimates responses in extrastriate
regions during short trials (durations <8 s) (Fig. S2). Furthermore,
temporal processing dynamics may differ across brain areas (23,
45, 57–59), which may require developing area-specific temporal
encoding models with area-specific neural IRFs. Additionally,
while we did not find differences between two-temporal channel
models with rectification vs. quadratic nonlinearities, our experi-
ments were not designed to discriminate between specific nonline-
arities. Thus, future experiments optimized for isolating “on” and
“off” neural responses could distinguish these alternatives. Another
direction for future research would be to implement models that
consider both nonlinear neural responses and nonlinearities be-
tween neural activity and BOLD responses (60), as presently, we
examined each type of nonlinearity separately. Finally, an important
goal for future research would be to combine the two-temporal
channel model with a spatial receptive field model (25–27) to gen-
erate a complete spatiotemporal understanding of visual responses.
Given the pervasive use of the GLM approach in fMRI re-

search, our results have broad implications for fMRI studies in
any part of the brain. We find that timing of stimuli in the mil-
lisecond range has a large impact on the magnitude of fMRI
responses, which has important implications for interpreting
results of studies that vary the temporal characteristics of stimuli
across conditions (61, 62). Critically, we show that, rather than
ignoring fast cortical processing because of nonlinearities that
are not accounted for in the GLM, it is possible to generate
neural predictions at subsecond resolution and use them to ac-
curately predict fMRI responses (40). These encoding approaches
open exciting opportunities for investigating fast cortical mech-
anisms using fMRI in many domains, including somatosensory,
auditory, and high-level cognitive processing.
In sum, our experiments elucidate the characteristics of tem-

poral processing across human visual cortex. These findings are
important, because they (i) explicate the contribution of transient
and sustained visual responses across human visual cortex beyond
V1 and (ii) show that accounting for neural responses in the
millisecond range has important consequences for understanding
fMRI signals in the second range in any part of the brain.

Materials and Methods
Participants. Twelve participants (six males, six females) with normal or
corrected to normal vision participated in this study. All participants provided
written informed consent, and the experimental protocol was approved by
the Stanford University Institutional Review Board. Each individual partici-
pated in three fMRI sessions: two used to fit and validate the two-temporal
channel model and one session in which we conducted population receptive
field (pRF) mapping (25) to define retinotopic cortical regions and another
experiment to define human motion-sensitive area (hMT+) (63–65). Detailed
materials and methods can be found in SI Materials and Methods.

Temporal Channels Experiments. To obtain data that can be used to estimate
and test the two temporal channel-encoding model, we introduce an fMRI
paradigm that estimates independent sustained and transient contributions
to fMRI responses across visual cortex using three experiments. All three
experiments used the same stimuli, trial durations, and task and only varied
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in their temporal presentation of the stimuli as detailed below and illus-
trated in Fig. 1.
Experiment 1—largely sustained stimulation. Phase-scrambled images were
shown in trials of varying durations (2, 4, 8, 15, or 30 s per trial), in which a
single phase-scrambled image was shown for the entire duration of the trial
(Fig. 1, blue). Before and after each trial, there was a 12-s baseline period
(blank gray screen matched to the mean luminance of the stimuli). Across
trials, the numbers of stimuli (one per trial) and transients (at the onset and
offset of each stimulus) are matched; just the duration of sustained stimu-
lation varies. This experiment was designed to primarily activate the sus-
tained channel, especially in the long trials.
Experiment 2—largely transient stimulation. Experiment 2 used the same trial
durations and general experimental design as experiment 1, except that, in
each trial, 30 different phase-scrambled images were shown briefly, each for
33 ms. Thus, the number of stimuli, number of transients, and total duration
of visual stimulation are matched across trial durations in experiment 2. The
only factor that varied across trials was the ISI between consecutively pre-
sented images. The ISI consisted of a blank mean luminance screen that was
33-ms long in the 2-s trials, 100 ms in the 4-s trials, 233 ms in the 8-s trials,
467 ms in the 15-s trials, and 967 ms in the 30-s trials (Fig. 1, red). This ex-
periment was designed to maximally drive the transient channel and mini-
mally the sustained channel, since each image was shown for only 33 ms.
Experiment 3—combined sustained and transient stimulation. Experiment 3 used
the same design as experiment 2, except that, in each trial, we presented
30 different phase-scrambled images in a continuous fashion without an ISI
between sequential images. The durations of images (67, 133, 267, 500, or
1,000 ms per image) varied across trials that were matched in length to
experiment 1, whereby the 67-ms presentations occurred in the 2-s trials and
the 1,000-ms presentations occurred in the 30-s trials (Fig. 1, green). This
experiment was designed to drive both the sustained and transient chan-
nels, because (i) during the entire trial duration, there was always a stimulus
on the screen and (ii) there were always 30 different images per trial.
Task. In all three experiments, participants were instructed to fixate on a small
central dot and respond by button press when it changed color (occurring
randomly once every 2–14 s, 8 s on average).

Data Acquisition.MRI datawere collected using a 3-TGE SignaMR750 scanner at
the Center for Cognitive and Neurobiological Imaging at Stanford University.
fMRI. We used a Nova 16-channel visual array coil (novamedical.com) to give
participants a large unobstructed visual field of view. In each participant, we
acquired two partially overlapping oblique slice prescriptions in separate
scan sessions that together fully cover occipitotemporal cortex [resolution:
2.4 × 2.4 × 2.4 mm; one-shot T2*-sensitive gradient echo acquisition se-
quence: field of view (FOV) = 192 mm, echo time (TE) = 30 ms, repetition
time (TR) = 1,000 ms, and flip angle = 73°]. We also collected T1-weighted in-
plane images with the same prescription as the functional data to align each
participant’s data to their high-resolution whole-brain anatomy.

In a separate session, we obtained pRF mapping and hMT+ localizer data
with the same receptive field coil setup and spatial resolution using
28 oblique slices covering the same brain volume but with a longer TR
(resolution: 2.4 × 2.4 × 2.4 mm; one-shot T2*-sensitive gradient echo ac-
quisition sequence: FOV = 192 mm, TE = 30 ms, TR = 2,000 ms, and flip
angle = 77°). We again collected T1-weighted in-plane images in the same
prescription to finely align in-plane data to the whole-brain anatomy of
each participant.
Anatomical MRI. We acquired a whole-brain anatomical volume in each par-
ticipant using a Nova 32-channel head coil [resolution: 1 × 1 × 1 mm; T1-
weighted BRAVO pulse sequence: inversion time (TI) = 450 ms, flip angle =
12°, number of excitations (NEX) = 1, FOV = 240 mm].

Data Analysis. Data were analyzed with MATLAB using code from vistasoft
(https://github.com/vistalab) and FreeSurfer (freesurfer.net).
Data preprocessing. Functional data were aligned to each participant’s native
anatomical space using T1-weighted in-plane images, and volumes acquired
within the first 8 s of each run were discarded to allow time for magneti-
zation to stabilize. We then performed slice time correction and motion
compensation (within and between scans) and transformed voxel time series
to units of percentage signal change. To normalize the baseline level of
response across experiments, we subtracted from time points in each run the
mean signal across the 4-s periods preceding the trial onsets in each run. This
baseline removal procedure centers the mean response for the blank screen
around zero to improve cross-validation performance (66) and to enable
comparison of trial responses relative to the blank baseline.
Two-temporal channel model. In typical analysis of fMRI responses (18, 24), the
stimulus vector is convolved with the HRF to obtain a prediction of the fMRI

response. However, this model does not account for distinct temporal
channels of neural responses (32–34, 67). To generate predicted fMRI re-
sponses accounting for the temporal channels, we implemented an encod-
ing approach similar to that of Horiguchi et al. (38). Code for implementing
the two-temporal channel model is freely available online: https://github.
com/VPNL/TemporalChannels.

The model illustrated in Fig. 3 shows the procedure. First, we estimate the
neural response of each channel by convolving the stimulus (Fig. 3A) sepa-
rately with the neural IRF for the sustained channel (Fig. 3B, blue channel
IRF) and the transient channel (Fig. 3B, red channel IRF). This generates the
predicted neural response to the visual stimulus for each channel. Second,
the estimated neural responses for each channel are convolved with the HRF
(Fig. 3C) and summed to generate a prediction of the fMRI response. We use
a GLM to solve for the contributions of the sustained and transient channels
(β weights) given the measured fMRI responses. Thus, the BOLD response
can be expressed as

BOLD  Response= βSð½stimulus⊗ IRFS�⊗HRFÞ+ βT

�
½stimulus⊗ IRFT �2 ⊗HRF

�
,

where βS and βT are fitted response amplitude scalars for the sustained and
transient channels, respectively; IRFS and IRFT are the impulse responses
functions for the sustained and transient channels, respectively; and HRF is
the canonical HRF.

The sustained neural channel is characterized by a monophasic IRFS that
generates a response for the entire duration of a stimulus. The transient
neural channel is characterized by a biphasic IRFT that generates a brief
response at the onset and offset of an image (32–34, 36, 37). The transient
channel also contains a nonlinearity (squaring operation) that generates
positive responses both from the onset and from the offset of the stimulus,
as firing rates associated with transient on or off responses are positive (68)
and metabolically demanding (38, 41). We also implemented an otherwise
identical model, except for a rectification to the transient channel (instead
of squaring) to generate a positive on response but no off response. In both
cases, the nonlinearities in this model are at the neural level, and a linear
relationship is assumed between the neural and BOLD responses. The pre-
dictions and performance of these two dual channel models are indistin-
guishable in our data, and therefore, results from the original quadratic
implementation are presented unless otherwise noted.

Modeling the neural impulse response. Our model used IRFs estimated from
human psychophysics (37) (Fig. 3B) to approximate the temporal sensitivity of
the human visual system. These IRFs are expressed as the difference between
excitatory and inhibitory linear filters. The excitatory filter is expressed as

h1ðtÞ=uðtÞ · ½τðn1 − 1Þ!�−1 ·
�
t
τ

�n1−1

·e−
t
τ ,

where uðtÞ is the unit step function at time t, τ is a fitted time constant, and
n1 is the number of stages in the excitatory filter. The inhibitory filter in-
corporates the same time constant and is expressed as

h2ðtÞ=uðtÞ · ½κτðn2 − 1Þ!�−1 ·
�
t
κτ

�n2−1

· e−
t
κτ ,

where κ is the ratio of time constants for the two filters and n2 is the number
of stages in the inhibitory filter. Both the sustained and transient channel
IRFs are derived with the formula

hcðtÞ= ξ½h1ðtÞ− ζh2ðtÞ�,

where the normalization parameter ξ is used to match the height of the
functions and is equal to 1 for IRFS and 1.44 for IRFT. The transience pa-
rameter ζ is equal to zero for IRFS and one for IRFT.

The other parameters are taken from Watson (37) and are τ = 4.94 ms, κ =
1.33, n1 = 9, and n2 = 10.

Modeling the visual input. Since the neural impulse response to a stimulus
occurs on a millisecond timescale, we code each stimulus sequence in milli-
seconds. The stimulus is coded as a binary vector of ones and zeros, where one
represents the presence of a stimulus and zero indicates when there is no
stimulus, just a blank mean luminance screen (Fig. 3A). To capture the digital
transitions of the display (constrained by the 60-Hz refresh rate of the
projector), a 17-ms gap is coded at the offset of each image. Next, the
stimulus vector is convolved separately with each channel IRF to generate
separate sustained and transient neural response predictors (Fig. 3B). To
model the corresponding fMRI responses from each channel, each of the
two neural response predictors is convolved with an HRF (Fig. 3C) that was
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sampled at the same high (millisecond) temporal resolution of the neural
response predictors. Here, we slightly adapted the parameters of the
canonical HRF implemented in SPM8 (www.fil.ion.ucl.ac.uk/spm/software/
spm8) to better capture the rise and fall of the BOLD response in our
measurements (delay of peak response = 5 s, delay of undershoot = 14 s,
kernel length = 28 s).

Fitting the two-temporal channel model. Since the HRF acts as a low-pass
temporal filter, this enables us to resample the predicted fMRI response to
the lower temporal resolution of the acquired fMRI data (TR = 1 s). This
resampled fMRI response predictor is compared with measured fMRI re-
sponses to solve for the contributions (β weights) of each channel. We
normalized the predicted fMRI responses across the two channels, such that
the maximal height is the same across both predictors. Then, we used a GLM
to estimate the β weights of the sustained (βS) and transient (βT) predictors
by comparing the predicted responses with the measured response using
data concatenated across all runs of experiments 1 and 2. For ROI analyses,
the GLM is applied to the mean response of each visual area in each par-
ticipant. Quantification of model performance in each of experiments 1 and
2 is presented in Fig. 4 D and E for V1, Fig. 5E for hV4 and hMT+, and Fig. S3
for all ROIs. The predicted fMRI responses generated by the model are
shown in Fig. 4A for V1 and Fig. S2 for other ROIs.

Validating the two-temporal channel model.We assessed the predictive power
of the two-temporal channel model by testing how well it predicts responses
in independent data obtained in experiment 3. Thus, we coded the visual
stimulation of experiment 3 in the same manner described above and con-
volved it separately with the IRFs of the sustained and transient neural
channels to generate the neural predictors. These neural predictors were
then convolved with HRF and down-sampled to 1 s. Then, we multiplied each
channel’s fMRI response predictor with its respective β weight (βS or βT) that
was estimated with independent data concatenated across experiments
1 and 2. We then tested how well the predicted responses matched the
measured response in experiment 3. Model performance was operational-
ized as cross-validated R2, also known as the coefficient of determination
(that is, the proportion of response variance explained using β weights that
were estimated from independent data). Although conceptually like the
classical R2 statistic, cross-validated R2 can be negative when the residual
variance of an inaccurate prediction exceeds the variance in the measured
response. Quantification of cross-validation performance is shown in Fig. 4F
for V1, Fig. 5E for hV4 and hMT+, and Fig. S3D for all ROIs. The predicted
fMRI responses generated by the model are shown in Fig. 4B and Fig. S1 for
V1 and Fig. S2 for other ROIs.
Hemodynamic models.

GLM. For model comparison with the linear systems approach used in fMRI,
we fit a GLM to the data. This model predicts fMRI responses by convolving a
stimulation vector with the HRF (Fig. 3 A and C) and can be expressed as

BOLD  Response= βðstimulus⊗HRFÞ,

where β is a fitted response amplitude scalars and HRF is the canonical HRF.
HTD model. To test a hemodynamic model with two temporal channels, we

fit an extension of the GLM proposed by Henson et al. (39) that incorporates
an additional temporal derivative predictor to account for differences in the
latency of BOLD responses across brain regions. This approach predicts fMRI
responses as the weighted sum of a stimulation vector convolved with the
canonical HRF and another factor convolved with the temporal derivative of
the HRF (HRF’), which can be expressed as

BOLD  Response= β1ðstimulus⊗HRFÞ+ β2ðstimulus⊗HRF’Þ,

where β1 and β2 are fitted response amplitude scalars and HRF’ is the tem-
poral derivative of the canonical HRF.

Balloon model. To test if our results can be explained by a nonlinear he-
modynamicmodel, we implemented a version of the balloonmodel proposed
by Buxton et al. (17). This input–state–output model treats the brain’s vas-

culature as an inflatable balloon and describes the effect of blood flow on
two state variables, v and q, that represent the blood volume and deoxy-
hemoglobin content, respectively. The state variables v and q vary over time
as described by a system of flow equations and a balloon equation. The
balloon component of the model can be expressed as

BOLD  Response=V0

�
k1½1−q�+ k2

h
1−

q
v

i
+ k3½1− v�

�
,

where V0 is the resting blood volume fraction (set to a standard value of
0.03) and the other parameters are calculated specifically for modeling fMRI
signals measured at 3-T field strength (k1 = 6.7, k2 = 2.73, and k3 = 0.57).
Constants used in the flow equations include the resting net oxygen fraction
(E0), mean transit time ðτMTT Þ, a stiffness parameter (α), and a visoelastic time
constant for inflation and deflation (τv). Here, we used a standard set of
values for these parameters across all regions: E0 = 0.4, τMTT = 2.5 s, α = 0.4,
and τv = 25 s.

As for the two-temporal channel model, we fit each hemodynamic model
to data concatenated across all runs of experiments 1 and 2 and then, cross-
validated the β weight using experiment 3 data.
Single-channel models with compressive nonlinearities.

CTS-p. The first implementation of the CTSmodel uses a static power law to
explain subadditive temporal summation and adaptation effects observed in
neural responses (40). This model can be expressed as

BOLD  Response= βðstimulus⊗ IRFτÞ«⊗HRF,

where β is a fitted response amplitude scalar, τ is a time constant that de-
termines the shape of the neural IRF, and « is an exponential term used to
compress responses.

CTS-n. The next implementation of the CTS model applies compression
using divisive normalization instead of a power law (40). This model can be
expressed as

BOLD  Response= β
ðstimulus⊗ IRFτÞ2

σ2 + ðstimulus⊗ IRFτÞ2
⊗HRF,

where β is a fitted response amplitude scalar, τ is a time constant that de-
termines the shape of the neural IRF, and σ is a semisaturation constant.

dCTS. The final implementation of a single-channel CTS model uses dy-
namic divisive normalization to compress responses (40). The dCTS predicts a
prominent onset neural response and a subsequent declining continuous
response for the remainder of the stimulus duration. This model can be
expressed as

BOLD  Response= β
ðstimulus⊗ IRFτÞ2

σ2 + ðstimulus⊗ IRFτ ⊗ LPFκτÞ2
 ⊗HRF,

where β is a fitted response amplitude scalar, τ is a time constant that de-
termines the shape of the neural IRF, σ is a semisaturation constant, and LPF
is a low-pass filter parameterized by the time constant κτ. The LPF generates
the attenuation of the later response.

We fit each CTS model to data concatenated across all runs of experiments
1 and 2 and then, cross-validated the β weight using experiment 3 data. To
optimize the values of τ, «, σ, and κ for each session and ROI during the
fitting stage, we used a custom two-stage nonlinear optimization procedure
consisting of a grid fit routine followed by gradient descent.
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