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Intermolecular Interactions and Protein Dynamics by Solid-State NMR
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Abstract: Understanding the dynamics of interacting proteins
is a crucial step toward describing many biophysical processes.
Here we investigate the backbone dynamics for protein GB1 in
two different assemblies: crystalline GB1 and the precipitated
GB1–antibody complex with a molecular weight of more than
300 kDa. We perform these measurements on samples con-
taining as little as eight nanomoles of GB1. From measure-
ments of site-specific 15N relaxation rates including relaxation
dispersion we obtain snapshots of dynamics spanning nine
orders of magnitude in terms of the time scale. A comparison of
measurements for GB1 in either environment reveals that while
many of the dynamic features of the protein are conserved
between them (in particular for the fast picosecond–nano-
second motions), much greater differences occur for slow
motions with motions in the > 500 ns range being more
prevalent in the complex. The data suggest that GB1 can
potentially undergo a small-amplitude overall anisotropic
motion sampling the interaction interface in the complex.

Protein dynamics are fundamental to a wide range of
biophysical processes, from enzymatic catalysis and ligand
binding to molecular recognition and signaling.[1] Often, the
mechanisms that underlie these processes rely on the
interactions of proteins with other molecules. Thus, character-
ization of the dynamics of interacting proteins and the manner
in which intermolecular interactions influence those dynamics
is required to fully understand them. In general, the local
molecular environment of a protein potentially has significant
effects upon motions relevant to its function.[2]

NMR spectroscopy offers access to atomic-resolution
details of the dynamics over a wide range of time scales.[3]

Unfortunately, proteins and protein complexes above a few
tens of kDa represent a severe challenge for solution NMR
methods, where slow molecular tumbling leads to enhanced
transverse relaxation rates and hence broad NMR lines. In
solid-state NMR (SSNMR) experiments, however, this size-
dependent broadening does not occur and so biomolecules of
several hundred kilodaltons and beyond may be studied,

provided intrinsic challenges of sensitivity and resolution can
be successfully addressed.[4]

We recently demonstrated that high-quality spectra could
be obtained for a protein in a precipitated large protein
complex, by using an approach based on a combination of
high field, fast (60–100 kHz) magic-angle spinning (MAS),
and optional sample deuteration.[4d] Notably, this method-
ology is applicable to a general case of systems with little or
no overall symmetry, and samples containing only a few
nanomoles of protein can yield spectra with a sensitivity and
resolution suitable for performing quantitative measurements
of structure and dynamics.[4d,g] We take advantage of the
described approach to, for the first time, use SSNMR
spectroscopy to conduct widespread site-specific relaxation
measurements that shed light on motions for a protein GB1 in
a large (with a molecular weight of more than 300 kDa)
protein–antibody complex. We compare these data to anal-
ogous data for GB1 in a crystal, where the pattern of
intermolecular interactions is different than in the complex.
Since the backbone conformation of GB1 is very similar in
either form[4d, 5] we expect these to be ideal systems for
investigating the influence of different intermolecular inter-
actions and packing on molecular dynamics. In our compar-
ison we take advantage of the fact that relaxation rates in the
solid state are sensitive to motions spanning nine orders of
magnitude in terms of time scale (this enhanced range of
sensitivity compared to the solution case is related to the lack
of overall tumbling). Relaxation rates relate directly to the
time scales and amplitudes of motions, and thus observed
changes in relaxation rates measured under identical exper-
imental conditions will necessarily reflect changes in the
underlying protein dynamics (time scales, amplitudes or
both). To ensure a direct comparison, relaxation rates were
measured at the same magnetic field (850 MHz 1H Larmor
frequency), spinning frequency (60 kHz), and sample temper-
ature (27� 1 88C) in the two different assemblies: a GB1 (ca.
6 kDa) crystal and precipitated complex of GB1 and immu-
noglobin G (IgG; ca. 150 kDa) where GB1 binds to both the
Fab and Fc fragments of the IgG antibody in a complex with
a molecular weight of more than 300 kDa.[4d, 7] Note that the
GB1:IgG complex precipitates instantaneously upon mixing
of the GB1 and IgG solutions and without application of any
centrifugal force (i.e. it is not sedimented). We used 100%
back-exchanged [U-2H,13C,15N]GB1 for the preparation of
both samples with proteins dissolved in pH 5.5 phosphate
buffer. All samples were fully hydrated with bulk solvent
being present in the rotors. The amount of GB1 was estimated
to be about 8 nanomoles and 310 nanomoles in the samples of
the complex and crystal, respectively.
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In contrast to in solution, in the solid state the absence of
overall tumbling enables access to motions in the full range
from picoseconds to milliseconds through NMR relaxation
measurements.[3c] To obtain snapshots of dynamics at differ-
ent time scales we performed three types of site-specific
measurements dominated by motions on different time
scales: 15N R1, R11, and R11 relaxation dispersion. At 20 T,
15N R1 is dominated by nanosecond-range motions.[6] 15N R11 is
sensitive to picoseconds–millisecond motions but is domi-
nated by the motions with longer correlation times.[6,8] When
the time scales of motions approach the range that is
associated with spinning (i.e. microsecond–millisecond
motions), the incoherent (molecular motion) and coherent
(spinning) processes interfere with each other, introducing an
R11 spinning frequency dependence.[9] Finally, exchange
contributions to 15N R11 can be evaluated from the relaxation
dispersion, which reports on motions in the microsecond
range.[10]

Figure 1a shows 15N R1 rates measured for GB1 in both
environments as a function of the residue number (GB1:IgG

complex in black and GB1 crystal in red). The R1 rates are
similar between crystal and complex with a few notable
localized differences, for example, residues K10–K13 and
D40–G41, which are elevated in the crystal compared to the
complex. These differences could be explained by different
intermolecular contacts:[11] the loop residues are involved in
specific interactions with IgG in the complex[4d] but have
a large solvent accessible surface and some of the largest
amplitude motions in the crystal.[6] Consequently, overall the

fast picosecond–nanosecond motions seem largely similar in
GB1 in the two different molecular assemblies, which is
consistent with the general observation that a crystalline
environment does not induce large changes in fast pico-
second–nanosecond dynamics compared to a free molecule in
solution (unless a strong direct contact is present)[11, 12] or the
interpretation that picosecond–nanosecond dynamics are
primarily defined by the fold of a protein.

Figure 1b shows 15N R11 rates measured for GB1 in both
environments as a function of the residue number (complex
rates in black, crystal rates in red). Remarkably, the rates for
GB1 in the complex are, on average (at the same temper-
ature), about 6 times higher than those in the crystal (mean
R11 values of 8.1 s¢1 and 1.4 s¢1, respectively). The similarity of
the 15N R1 values in the complex and crystal suggests that
these differences in R11 rates must originate primarily from
differences in motions occurring on a high-nanosecond-to-
millisecond time scale, which have a minimal effect on R1.

Besides the general offset in the 15N R11 rates for GB1 in
the crystal and complex, we observe changes in their relative
magnitudes as a function of the residue number. 15N R11 rates
are generally elevated in the loops and at the ends of b-strands
both in the crystal and complex. However, in the crystal, the
rates for the helix residues are generally similar or smaller
compared to the rates in the b-sheet but they are elevated in
the complex.

Assuming that the basic interaction interfaces between
GB1 and IgG are well represented by the interfaces observed
in crystal structures of GB1 analogs in complexes with IgG
fragments,[4d] one can compare the local density of packing for
GB1 in the crystal and complex. For the portions of GB1
involved in interactions with IgG, the buried surface area for
the solvent accessible surface is larger in the complex
compared to that in the crystal (see Figure S7 in the
Supporting Information). The increased 15N R11 rates
observed in the complex are therefore more likely to be due
to generally longer correlation times rather than larger
amplitudes of motions (i.e. due to denser packing in the
complex, the amplitudes of motions are unlikely to be greater
than in the crystal). Since in GB1 crystals the average
correlation time for the slow motions at this temperature is
about 450 ns,[6] the average correlation time for the dominant
slow motions in the complex must be greater than 500 ns.

Since the 15N R11 rates are elevated for all the residues in
the complex compared to the crystal, this means that either
local slow motions are induced in most residues upon binding
with IgG (these also might be motions that are present in the
crystal but become slower in complex) and/or GB1 undergoes
a small-amplitude overall slow motion in the complex. In the
first scenario, local conformational changes occurring on
a slow time scale are likely to modulate an isotropic chemical
shift and thus be observable by chemical exchange-based
methods such as 15N R11 relaxation dispersion.[10, 13] In the
second scenario, motion may not modulate isotropic chemical
shift if it is not associated with a local conformational change,
and thus may not be picked up by the relaxation dispersion
measurements. However, such motions in the microsecond–
millisecond range should induce a spinning frequency
dependence of R11.

[9]

Figure 1. a) 15N R1 and b) R11 relaxation rate measurements in 100%
proton back-exchanged [U-2H,13C,15N]GB1 in a complex with IgG
(black) and in a GB1 crystal (red). For the severely overlapping peaks
values were removed (see Figures S2–3). Experiments were performed
at an 850 MHz spectrometer, 60 kHz spinning frequency, and with
a 17 kHz spin-lock field for measurements in (b). The sample temper-
ature was 27�1 88C as calculated from the chemical shift of water
protons.
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In order to distinguish motion-induced effects from
motion-independent dipolar dephasing, currently, 15N R11

relaxation dispersion and spinning-dependent measurements
need to be conducted in heavily deuterated samples pref-
erably at spinning frequencies of greater than 40 kHz.[8b,10]

First, we measured the relaxation dispersion for 100%
back-exchanged deuterated crystalline GB1 (at 50–60 kHz
MAS apparently no further dilution of proton network is
required, with coherent contributions being smaller than 1 s¢1

at lower spin-lock fields). Clear dispersion is observed for
only a handful of residues in crystalline GB1 (see Figure S5 ),
which must undergo local microsecond-range motions (more
precisely motions on a time scale of tens to hundreds of
microseconds). In general, residues with microsecond-range
motions cluster in two regions: the C-terminal end of b3,
loop 4 and the N-terminal end of b4 (residues 44, 46, 48–53)
and the C-terminal end of b2 and loop 2 (residues 17, 19–20;
see Figure 2). In the complex, the presence of microsecond-
range motions (though not the precise rate of exchange) can
be evaluated by comparing 15N R11 measurements at two
different spin-lock values. In the presence of microsecond-
range motions, the contribution from chemical exchange
should render the measured rate of decay larger at the lower
spin-lock frequencies. For many of the GB1 residues, rates
measured using a 2.5 kHz spin-lock field are considerably
elevated compared to those measured using a 17 kHz spin-
lock field, which indicates that local microsecond-range
motions are much more common in the complex compared
to those in the crystal. Generally, the regions displaying
conformational exchange on the microsecond time scale in
the crystal show similar behavior in the complex (though with
a few differences). Other residues, for example, the C-
terminal end of the helix and b1 strand (see Figure 2) exhibit
the presence of microsecond-range motions only in the
complex. However, many residues that have elevated 15N
R11 rates in the complex compared to those in the crystal do
not contain significant contributions from chemical exchange
in the microsecond range (at least not above the current
experimental errors). Such residues either undergo motions
that are outside of the sensitivity range for the 15N R11

relaxation dispersion (e.g. in millisecond or < 10 ms range)
or undergo motions that do not modulate isotropic chemical
shift and thus do not contribute to the rates through chemical
exchange. In either case, such motions with correlation times
greater than 1 ms should display spinning frequency-depen-
dent 15N R11 rates.[9]

Figure 3a shows a comparison of 15N R11 rates measured
at 60, 52, and 45 kHz spinning frequencies. Overall, the rates
at 45 kHz spinning are on average about 8 s¢1 larger than at
60 kHz spinning, indicating the presence of slow (micro-
second–millisecond) motions for essentially all the residues
(in contrast, in the crystal most rates are either the same
within the experimental error or different by less than 0.5 s¢1

under similar conditions, see Figure S8). A pertinent question
is whether the omnipresence of slow motions may be
a manifestation of an overall small amplitude motion.[14]

Cases in which a protein samples different orientations in
a transient complex were reported previously.[15] Depending
on the nature of the overall motion it would contribute

differently to the observed rates: isotropic motion would
result in an equal contribution to all the rates; anisotropic
motion would induce contributions to the rates that depend
on the orientation of the NH bond vector with respect to the
axis of motion.[3c,14, 16] Figure S4 illustrates this idea by
showing the simulated effect on the 15N R11 rates in GB1 in
different cases of overall 3D Gaussian axial fluctuations
(GAF)[3c,14, 16] of the molecule. We use the same model (see
the Supporting Information) to fit the experimental 15N R11

values obtained at three spinning frequencies to get an idea of
the type of overall motion that would be compatible with
them. In such a procedure one can safely neglect any
contributions from fast picosecond–nanosecond motions
because they contribute only to a small fraction of the
observed rates and are spinning-frequency-independent.[6]

Because of the limitations of the available data we also

Figure 2. Residues clearly exhibiting chemical exchange on the micro-
second time scale in a) crystalline GB1 and b) GB1 in complex with
IgG. The colors of the residues indicate: red, clear microsecond-
exchange contribution; blue, no clear microsecond-exchange contribu-
tion; gray, data is unavailable (see Figures S5–6 for the selection
criteria). Example decay curves from measurements on the complex
are shown in the inset of panel (b).
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have been forced to neglect at this stage contributions of slow
local motions (e.g. some of the motions picked up by the
relaxation dispersion). The model involves six fit parameters:
three amplitudes of fluctuations against three orthogonal
axes, a single time scale for the overall motion, and the two
parameters describing the orientation of the motional refer-
ence frame in which the coordinates for all NH vectors are
expressed. The overall motion that leads to the best repro-
duction of data (see Figure 3c) is essentially axially symmet-

ric, with the largest fluctuation of about 788 against the blue
and green axes in Figure 3b and 488 against the red axis and
a correlation time of 80 ms. Note that for such slow motions,
contributions to the rates from non-directly bonded to
nitrogen protons (including IgG protons) may be non-
negligible. In the Supporting Information we consider how
including such contributions would affect the above analysis.

Proper quantification of the amplitudes and time scales of
motions for GB1 in the complex will require further extensive
measurements and a far more involved analysis (our results
suggest that motions occurring at even four distinct timescales
may need to be considered to model adequately the dynamics
for some residues). However, even without this information it
is clear that changes to protein dynamics associated with
differences in intermolecular interactions are potentially very
complex, that studies of protein dynamics in actual assemblies
provide additional insights not available from studies on
isolated systems and that information about the dynamics of
proteins in large complexes may be now accessed directly
through approaches similar to the one proposed here.

In summary, we have presented a comparison of site-
specific backbone dynamics spanning over nine orders of
magnitude in time scale for the protein GB1 in two different
environments: a crystalline form and the precipitated
GB1:IgG complex with a molecular weight of more than
300 kDa. Comparison of site-specific 15N R1 measurements
under the same experimental conditions highlighted general
similarities of fast picosecond–nanosecond dynamics in both
environments only minimally perturbed by strong intermo-
lecular contacts. Comparison of site-specific 15N R11 measure-
ments including relaxation dispersion and spinning fre-
quency-dependent measurements suggested that different
intermolecular interactions modify the pattern of slow
motions, with slow microsecond–millisecond motions being
more prevalent in the complex. The generally elevated 15N R11

rates throughout GB1 in the complex compared to those in
the crystal are consistent with an overall small amplitude
anisotropic orientation sampling of the interaction interface
of the protein. This study paves the way for direct character-
ization of dynamics in biologically important but sensitivity-
limited samples of proteins within large complexes that will
supplement the picture from studies of isolated proteins.
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