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Abstract
Overcrowding in emergency departments (EDs) is a serious problem in many countries. Accurate ED patient arrival fore-
casts can serve as a management baseline to better allocate ED personnel and medical resources. We combined calendar and 
meteorological information and used ten modern machine learning methods to forecast patient arrivals. For daily patient 
arrival forecasting, two feature selection methods are proposed. One uses kernel principal component analysis(KPCA) to 
reduce the dimensionality of all of the features, and the other is to use the maximal information coefficient(MIC) method to 
select the features related to the daily data first and then perform KPCA dimensionality reduction. The current study focuses 
on a public hospital ED in Hefei, China. We used the data November 1, 2019 to August 31, 2020 for model training; and 
patient arrival data September 1, 2020 to November 31, 2020 for model validation. The results show that for hourly patient 
arrival forecasting, each machine learning model has better forecasting results than the traditional autoRegressive integrated 
moving average (ARIMA) model, especially long short-term memory (LSTM) model. For daily patient arrival forecasting, 
the feature selection method based on MIC-KPCA has a better forecasting effect, and the simpler models are better than the 
ensemble models. The method we proposed could be used for better planning of ED personnel resources.

Keywords  Emergency department · Patient arrivals · Calendar and meteorological information · Kernel principal 
component analysis · Maximal information coefficient

1  Introduction

The emergency department (ED) is the frontline for deliv-
ering emergency services in hospitals [1], and it is also the 
department with the most clustered patients and the heavi-
est rescue tasks [2]. The issue of patient congestion in the 
ED of hospitals in China is becoming increasingly severe, 
especially in the top three hospitals in Shanghai and other 
major cities, which has significantly affected the quality of 
medical services. Recently, performance indicators, such 
as the maximum waiting time of patients and the length of 
stay, have been increasingly used to assess the efficiency 
of ED services. The quality of ED services is significantly 
affected by patient arrivals. Increased patient arrivals could 

prolong the maximum waiting time of patients, and even 
put patients in serious situations at risk [3]. Accurate patient 
arrival information can serve as a management baseline to 
better allocate ED personnel and medical resources [4–6]. 
Therefore, it has become increasingly relevant and pressing 
to accurately forecast patient arrivals at the ED [7].

Recent studies have attempted to address this issue. The 
general linear method (GLM), autoregressive integrated 
moving average (ARIMA) [8–10], season autoregressive 
integrated moving average (SARIMA) [11–13], and classi-
cal shallow artificial neural network (ANN) [14] have been 
described as the most widely used methods for ED patient 
arrival forecasting. Such studies indicate that patient admis-
sions are scattered seasonally, and calendar variables have a 
large effect. Moreover, meteorological factors play an impor-
tant role. Changes in meteorological factors beyond a certain 
range can cause the body to have thermal imbalances, which 
can promote the development of many diseases [15]. How-
ever, if the forecast horizon is longer than one week, these 
conventional models have been poorly reliable and hence 
unable to satisfy the needs of the ED.
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Patient arrivals are determined by multiple variables 
and are extremely unpredicTable  The nonlinear rela-
tionships among the variables cannot be defined by the 
conventional linear method, but a nonlinear method can 
be constructed to achieve better results in a complex 
dynamic system [16, 17]. Kuo et al. [18] conducted com-
putational experiments based on a dataset collected from 
an emergency department in Hong Kong, and four popu-
lar machine learning algorithms were applied. The study 
indicated that machine learning algorithms with the utili-
zation of systems knowledge could significantly improve 
the performance of waiting time prediction. Menke et al. 
[19] designed an ANN comprised of 37 input neurons, 22 
hidden neurons, and 1 output neuron designed to predict 
the daily number of ED visits. The results showed that 
a properly designed ANN is an effective tool that may 
be used to predict ED volume. Jiang et al. [2] proposed 
an improved genetic algorithm (GA)-based feature selec-
tion algorithm, and deep neural networks (DNNs) were 
employed as the prediction model under different severi-
ties. The results show that compared with modern machine 
models, the proposed integrated “DNN-I-GA” framework 
achieved higher prediction accuracy on both MAPE and 
RMSE metrics. Sudarshan et al. [20] used the random 
forest (RF) regressor and DNN-based long short-term 
memory (LSTM) [21] and convolutional neural network 
(CNN) methods, which are implemented by incorporating 
meteorological and calendar parameters for the develop-
ment of forecasting models. However, LSTM performed 
better in the moderate term, and DNN performed better in 
the short-term. Therefore, various models will have differ-
ent performances in various environments.

Similar input features will affect the forecast results, so 
the feature selection process is the most important part of 
the forecast [22, 23]. To select the key features that affect 
patient arrivals and improve the forecast accuracy, this 
study combines real calendar variables and meteorological 
information as a data sample. For daily data forecasting, 
considering the impact of redundant information between 
features, the maximum information coefficient (MIC) [24] 
method is used to select the key features. Then, kernel 
principal component analysis (KPCA) maps the details 
to a high-dimensional space and then applies the dimen-
sionality reduction PCA algorithm. Finally, ten advanced 
machine learning models are used to forecast the hourly 
and daily patient arrivals, and the forecast model to select 
in each time range is analyzed and concluded.

The organization of this paper is as follows. Section 2 
describes the collected data and the methods used. Sec-
tion 3 presents the analysis results and discusses the find-
ings. The conclusion and direction of our future work are 
given in Section 4.

2 � Materials and methods

2.1 � Data collection and preprocessing

The hourly and daily patient arrival data were collected 
from a public hospital ED in Hefei, China. Considering the 
influence of age and sex, this paper only collected patient 
arrival data for emergency internal medicine and emergency 
surgery from November 1, 2019, to November 30, 2020, 
396 day records, for a total of 90,783 data points. The scatter 
plot of ED patient arrivals is shown in Fig. 1. In addition, 
ED patient arrival can be significantly affected by calen-
dar variables and meteorological information. Therefore, 
meteorological information from the China Meteorological 
Administration (http://​data.​cma.​cn/), including the tempera-
ture (absolute daily max, mean, absolute daily min), mean 
wind speed, rainfall and AQI, air quality level, PM2.5, PM10, 
SO2, CO, NO2, O3_8_h, etc.

We can see from Fig. 1 that the number of patient arriv-
als gradually increases over time, then declines stepwise, 
and eventually flattens out gradually. The highest point was 
reached from 7:00 pm to 8:00 pm on January 21, 2020, with 
48 records, and an average of 1.25 patients arrived every 
minute. Figure 2 shows the daily change in the number of 
patient arrivals. The red dotted region indicates the period of 
COVID-19 epidemic changes in emergency patient arrivals. 
When the COVID-19 epidemic had just started, people did 
not undertake protective measures, which led to a surge in 
emergency patients  [25]. Through government and medical 
unit control, noncritical patients were prohibited from going 
to hospitals, and the number of emergency patients fell to the 
lowest point. With the COVID-19 epidemic under control, 
the number of ED patients gradually returned to normal.

In the original meteorological data, there were many 
missing values in certain fields that made the training model 
meaningless, so these fields were deleted to avoid affecting 

0

10

20

30

40

50

2019/11/1

2019/12/21
2020/2/9

2020/3/30
2020/5/19

2020/7/8
2020/8/27

2020/10/16
2020/12/5

P
er

so
n

Date

Total(Hourly data)

Hourly arrival

Fig. 1   Scatter plot of ED patient arrival hourly data (November 1, 
2019 - November 30, 2020)
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the results. For a field with a small number of missing val-
ues, observe whether it is continuous or discrete. For missing 
continuous data, fill it with the average value of the week. If 
it is discrete, use the value of the previous day.

Considering that drastic changes in climate and environ-
mental factors may have an impact on human health, the 
difference between the day and the previous day for some 
features was calculated as a new feature and added to the 
original data. Table 1 defines the details for the initial feature 
collection. For hourly data, X3, X11 to X18, and X19 to X29 
were not included. For hourly patient arrival data, the month 
and air quality data have no mean for model forecasting; for 
daily data, X1 and X3 were not included, and other features 
were combined for selection and then input into the model. 
In addition, some calendar and meteorological data were 
converted into numerical variables to obtain better forecast-
ing results.

Since each data point comes from different sources and 
has different dimensions, to eliminate the impact of the 

range and reduce the model error, the data were normalized 
between 0 and 1. The normalization process is shown in (1) 
as follows.

where X represents the value of each feature, Xmax repre-
sents the maximum value of each feature, Xmin represents 
the minimum value of each feature, and Xnor represents the 
final normalized value.

2.2 � Kernel Principal Component Analysis

Kernel principal component analysis (KPCA) is based on 
the principle of the kernel function. It projects the input 
space to the high-latitude feature space through nonlinear 
mapping, and then performs principal component analysis 
on the mapped data in the high-latitude space, which has 

(1)Xnor =
X − Xmin

Xmax − Xmin

Fig. 2   Daily patient arrival 
flows (November 1, 2019 - 
November 30, 2020)
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Table 1   Original feature data 
details

Feature type Feature No. Description Value meaning

Calendar data X1 Hour of day Continuous variable
X2 Day of week Continuous variable
X3 Month of year Continuous variable
X4 Season of year 0 = Spring, 1 = Summer,

2 = Autumn, 3 = Winter
X5 Public holiday 0 = No Public Holiday,

1 = Public holiday
Meteorological data X6 Air temperature(max) Continuous variable (deg. C)

X7 Air temperature(mean) Continuous variable (deg. C)
X8 Air temperature(min) Continuous variable (deg. C)
X9 Mean wind speed level Continuous variable
X10 Weather 0 = Sunny, 1 = Cloudy,

2 = Overcast, 3 = Light rain,
4 = Heavy rain, 5 = Snow

X11-X18 Air quality index related data Continuous variable
Newly constructed data X19-X29 Change of X6 to X9, X11, X13 

to X18 compared with one day 
before

Continuous variable
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strong nonlinear processing capabilities. The kernel method 
can transform nonlinear data into linear data by increasing 
the dimension, thereby solving part of the nonlinear prob-
lem. The commonly used kernel functions have the follow-
ing forms:

Linear kernel:

Poly kernel:

RBF kernel:

2.3 � Maximal Information Coefficient

For daily data, since the arrival of patients is affected by 
many factors, it is impossible to use linear correlation 
methods to analyze the complicated nonlinear relationship 
between the features. The concept of the maximal informa-
tion coefficient (MIC) was first proposed by Reshef et al. in 
Science in 2011. Compared with other correlation calcula-
tion algorithms, the MIC method can not only calculate the 
linear correlation between parameters but also calculate the 
nonlinear correlation, which has better search performance. 
The calculation equations of the maximum information coef-
ficient can be expressed as:

(2)K
(
x, xi

)
=< x, xi >

(3)K
(
x, xi

)
= (< x, xi > +1)

p

(4)K
(
x, xi

)
= exp

(
− ∥ x − xi ∥

2

�2

)p

Equation (5) is the formula for solving the maximum 
correlation coefficient. The maximum correlation between 
variables is found through a grid search; the denominator in 
Eq. (6) is used to avoid differences in different dimensions 
after normalization of the impact.

2.4 � Machine learning algorithms

The widely used machine learning algorithms selected in 
this paper are linear regression, KNN, SVR, ridge, XGBoost, 
random forest, AdaBoost, gradient boosting, bagging and 
LSTM, most of which have good performance in multiple 
fields. Some brief introductions of the above algorithms are 
shown in Table 2.

2.5 � Evaluation indicators

The stability and results of the model are evaluated by three 
indicators.

(1) Root mean squared error

(5)I(D, x, y) =
∑

xeX,yeY

p(x, y)log

(
p(x, y)

p(x)p(y)

)

(6)M(D)x, y =
I(D, x, y)

log(min{x, y})

(7)RMSE =

√√√
√1

n

n∑

i=1

(
ŷi − yi

)2

Table 2   Advantages and disadvantages of using algorithms

Algorithm Advantage Disadvantage

Linear Regression Simple thinking, easy to implement, especially effective for 
small data volumes

It is difficult to model polynomial regressions for nonlinear 
data

KNN The algorithm is simple, and the training time complexity 
is O(n)

Large amounts of calculation when there are more features

SVR Suitable for small sample data, can solve high-dimensional 
problems

Sensitive to missing values and high memory consumption

Ridge The penalty will reduce overfitting No feature selection function
Xgboost 1. Distributed processing of high-dimensional features

2. The importance of features can be output
3. Add regular term to reduce fitting

Iterative data consumes more space

Random Forest Can handle high-dimensional data without feature selection Different attribute division methods have a greater impact on 
the forecast effect

AdaBoost High accuracy without overfitting Training time is too long, and easy to be disturbed by noise
Gradient Boosting The forecast effect is stable and robust High computational complexity and not easy to parallelize
Bagging Integrated multiple regressors, with better prediction results Larger digestion space
LSTM Suitable for dealing with problems that are highly related to 

time series
The amount of calculation will be huge and time-consuming
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Fig. 3   Box-plots of ED patient 
arrivals by (a) hour of the day, 
(b) day of the week, and (c) 
season of the year

(a) 

(b) 

(c) 
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where ŷi is the forecast value, yi is the true value, and n is the 
sample number. The greater the error, the greater the value.

(2) Mean absolute error

where ŷi is the forecast value, yi is the true value, and n is the 
sample number. The greater the error, the greater the value.

(3) Mean absolute percentage error

where ŷi is the forecast value, yi is the true value, and n is the 
sample number. When the true value has data equal to 0, the 
formula is not available.

3 � Results and discussion

  We observed 90,783 ED patient arrival data points during 
the period from November 1, 2019, to November 30, 2020, 
396 day records. We divided the records from November 1, 
2019, to August 31, 2020, as the training set and September 
1, 2020, to November 31, 2020, as the test set. Boxplots of 
the patient arrival distribution by hour of the day, day of the 
week, and season of the year are shown in Fig. 3.

It can be seen from Fig. 3 that due to various factors, there 
is a small volume of noise in the original sample. These 
noise points can cause underfitting of the forecast model 
and impact the forecast effect if the noise is not processed. 
Therefore, in this paper, noise larger than the upper bound 
of the sample is smoothed to the upper bound of the sam-
ple; noise smaller than the lower bound of the sample is 
smoothed to the sample’s lower bound.

3.1 � Forecast result for the hourly data

  For hourly data forecasting, features X3, X11 to X29 in 
Table 1 are not included. The model parameter settings are 
shown in Table 3, and Fig. 4 shows the results of the hourly 
data forecast models.

It can be seen from the boxplot of hours of the day in 
Fig. 3 that the number of ED patient arrivals was more con-
centrated in 19:00 pm and 20:00 pm and Mondays presented 
the highest ED patient arrivals while Thursday presented 
the lowest. In addition, the season was also the main factor 

(8)MAE =
1

n

n∑

i=1

|
|ŷi − yi

|
|

(9)MAPE =
100%

n

n∑

i=1

|
|
||
|

ŷi − yi

yi

|
||
||

affecting the arrival of patients. Winter is a period of high 
incidence of cardiovascular and cerebrovascular diseases, 
which increases the volumes of patient. We calculated the 
RMSE, MAE, and MAPE of each model and compared 
their accuracy to show which model would be the most 
useful in hourly data forecasting in Fig. 4. Compared with 
the traditional ARIMA model, it can be seen that regard-
less of RMSE, MAE and MAPE, the ten models perform 
better than ARIMA. In addition, with the addition of cal-
endar variables and weather information, Xgboost, random 
forest, AdaBoost, gradient boosting, and bagging are all 
ensemble learning methods that have better performance in 
terms of RMSE and MAE. Ensemble learning is based on 
an ensemble of multiple learning algorithms to improve the 
forecast results. Additionally, LSTM is Suitable for dealing 
with problems that are highly related to time series, which 
perform best in RMSE and MAE, but it is higher than the 
ensemble model in Mape. Through the above model com-
parison, hourly patient arrival forecasting is suitable for the 
use of LSTM and ensemble learning models.

3.2 � Forecast result for the daily data

For daily data forecasting, all the features may affect patient 
arrivals. Moreover, similar input features may also introduce 
different effects into the forecast results [2]. Therefore, this 
paper uses two feature selection methods to compare the 
forecast results: one is the daily forecast result with KPCA, 
and the other is the daily forecast result with MIC-KPCA. 
The model parameter settings are the same as those shown 
in Table 3.

3.2.1 � Daily forecast result with KPCA

  We used KPCA for nonlinear dimensionality reduction 
with all of the features except X1 and X3 in Table 1, where 

Table 3   Parameter settings of the data forecast

Model Parameter settings

Linear regression Default
KNN N_neighbors = 3
SVR Kernel = RBF, C = 1e3, epsilon = 0.1
Ridge Alpha = 1.0, normalize = False
Xgboost Eta = 0.1, max_depth = 9, gamma = 0.1
Random forest N_jobs = 1, random_state = 12, n_estimators 

= 100
AdaBoost Default
Gradient boosting Max_depth = 9, min_sample_split = 200
Bagging Base_estimator = ‘decision tree’
LSTM Step_size = 4, epochs = 300
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Fig. 4   The results of ten hourly 
forecast models and ARIMA 
evaluated by (a) RMSE, (b) 
MAE, and (c) MAPE
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Fig. 5   The results of nine 
daily forecasts with the KPCA 
models and the ARIMA model 
evaluated by (a) RMSE, (b) 
MAE, and (c) MAPE
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the parameter settings of KPCA were kernel: RBF, gamma: 
10, n_components: 5, and the other parameters were the 
default. Figure 5 shows the results of the daily forecast with 
KPCA.

3.2.2 � Daily forecast result with MIC‑KPCA

In Section  3.2.1, we perform KPCA dimensionality 
reduction processing on all features for daily forecast-
ing, but some irrelevant features may affect the dimen-
sionality reduction result. Therefore, we use the MIC 
method to select features that are relevant to patient 
arrivals first, and then reduce the dimensions of these 
features to forecast the result. The correlation between 
the features and patient arrivals is shown in Table 4. 
Finally, we chose X4, X8-X9, X11-X14, X16-X20, X23-
X24 and X27-X28 as the input of KPCA, in which the 
MIC coefficients between daily patient arrivals are both 
above 0.1.

  The parameter settings of KPCA are the same as those 
in Section 3.2.1. Figure 6 shows the results of the daily 
forecast with MIC-KPCA.

We can see from Fig. 5 in Section 3.2.1 that when the 
KPCA method is used directly on the original feature data 
to eliminate redundant information between features, the 
machine learning models we used performed better than 
the ARIMA model, except for random forests. This may 
be due to the limited volume of data, but its MAPE value 
is lower than that of ARIMA. Considering that irrelevant 
factors will have an impact on the results, we use the 
MIC approach to screen out feature specific patient arriv-
als and reduce dimensionality. The results can be seen in 
Fig. 6, Except for LR, the RMSE, MAE, and MAPE of 
all machine learning models with MIC-KPCA are lower 
than those with KPCA, which shows that similar factors 
do affect the results, while the MIC method can select the 

most relevant features to make better predictions. How-
ever, although the LSTM model perform best in hourly 
data forecast, whether it is daily forecast result with KPCA 
or daily forecast result with MIC-KPCA, LSTM is under-
fitting, which make the forecast results have a large error 
with the actual data. Maybe because of the small amount 
of daily data. The daily forecast results of the two feature 
selection methods are shown in Table 5 (except LSTM 
model).

From the daily forecast results of the two feature selec-
tion methods, We found that calendar variables were more 
important forecasting factors than temperature data. By 
using the MIC method to reduce the impact of other irrel-
evant variables, our results found that compared with the 
daily forecast result with KPCA, the RMSE, MAE, and 
MAPE of the Xgboost, random forest, Adaboost, gradient 
boosting, and bagging models have all decreased signifi-
cantly. Therefore, the selection of forecast variables still 
remains challenging.

However, what is surprising is that regardless of the 
feature selection method, the performance of ensemble 
learning is not as good as SVR. The MAPE of SVR is the 
lowest among all of the models, at 8.8%.  [26] found that 
a less complex moving average model had the best fore-
casting result. Even though complex forecasting models 
in general give a better fit than simpler models, the result-
ing forecast is not necessarily more accurate, and simpler 
models are often better. Additionally, the advantage of 
SVR shown in Table 1 that it is suitable for small sample 
data and can solve high-dimensional problems. Therefore, 
SVR has the best effect on daily patient arrival forecasts 
based on two feature selection methods.

4 � Conclusions

Starting from reality, this paper considers the particularity 
of the ED and uses ten machine learning methods to con-
struct an emergency patient arrival forecast model based on 
calendar and meteorological information. For hourly patient 
arrival forecasting, each machine learning model has better 
forecast results than the traditional ARIMA model, espe-
cially the LSTM and ensemble learning models, such as 
XGBoost, random forest, gradient boosting, and bagging. 
For daily patient arrival forecasting, this paper proposed two 
feature selection methods to compare the results. The results 
show that the feature selection method based on MIC-KPCA 
has a better overall forecast effect. In addition, it is found 
that LSTM performed better in the hourly data forecast and 
in the daily patient arrivals forecast the simpler models are 
often better than the ensemble models. Based on this, the 
following conclusions are proposed:

Table 4   MIC coefficients between each feature and the daily patient 
arrivals

Feature No. MIC coefficients Feature No. MIC coefficients

X2
X4
X5
X6
X7
X8
X9
X10
X11
X12
X13
X14
X15
X16

0.02
0.7
0.03
0.05
0.08
0.11
0.17
0.09
0.35
0.3
0.28
0.2
0.06
0.36

X17
X18
X19
X20
X21
X22
X23
X24
X25
X26
X27
X28
X29

0.35
0.16
0.13
0.11
0.01
0.03
0.18
0.18
0.05
0.01
0.23
0.16
0.04
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Fig. 6   The results of nine daily 
forecasts with the MIC-KPCA 
models and the ARIMA model 
evaluated by (a) RMSE, (b) 
MAE, and (c) MAPE
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(1)	 Calendar and meteorological information have a sig-
nificant influence on ED patient arrival forecasts.

(2)	 The feature selection method based on MIC-KPCA per-
forms better in daily patient arrival forecasting and can 
serve as the management baseline to better allocate ED 
personnel and medical resources.

(3)	 For hourly patient arrival forecasts, LSTM model has 
best forecast result than ensemble learning models in 
RMSE and MAE, while for daily patient arrival fore-
casts, simpler models often perform better.

This paper only forecast the ED patient arrivals. However, 
different patients have different severities. How to perform 
cluster analysis to forecast patients under different severities 
will be the focus of the author’s future research.
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