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 Abstract Artificial intelligence (AI) in clinical medicine includes physical robotics and devices and virtual AI and machine 
learning. Concerns have been raised regarding ethical issues for the use of AI in surgery, including guidance for 
surgical decisions, patient confidentiality, and the need for support from controlled clinical trials to use these 
methods so that clinical guidelines can be developed. The most common applications for virtual AI include 
disease diagnosis, health monitoring and digital patient consultations, clinical training, patient data manage-
ment, drug development, and personalized medicine. In September 2020, the CONSORT-A1 extension was de-
veloped with 14 additional items that should be reported for AI studies that include clear descriptions of the 
AI intervention, skills required, study setting, inputs and outputs of the AI intervention, analysis of errors, and 
the human and AI interactions. This Editorial aims to present current applications and challenges of AI in clin-
ical medicine and the importance of the new 2020 CONSORT-AI study guidelines.
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Artificial intelligence (AI) was first used in the 1950s as an 
engineering term for intelligent machines that could perform 
human-like tasks [1]. In the 1940s, the concept of computa-
tional analysis and machine learning to achieve human-lev-
el performance in cognition-related tasks was recognized, de-
veloped, and implemented by Alan Turing [2]. From the 1990s, 
AI-based clinical research and development increased and by 
2016, the main areas of research funding in AI were for med-
icine and health care [3].

Currently, there are two main roles for AI in medicine, physi-
cal and virtual AI [3]. Physical AI includes robotics and devices 
that assist in surgery, intelligent prosthetics for the disabled, 
and physical aids for the elderly [3]. An example of surgical AI 
is the Da Vinci robotic surgical system (Intuitive Surgical, Inc., 
Sunnyvale, CA, USA), mainly used for urological and gyneco-
logical surgery [4]. The Da Vinci robotic arm mimics the sur-
geon’s hand movements and is combined with a magnified 
imaging system [4]. Recently, an opinion editorial published in 
JAMA Surgery supported that AI clinical decision support sys-
tems (AI CDSS) could reduce errors and increase the accuracy 
of surgical procedures [5]. However, there are ethical issues 
that need to be addressed for the use of AI in surgery, includ-
ing guidance for decisions regarding surgery, patient confi-
dentiality, and the need for support from controlled clinical 
trials for the use of these methods so that clinical guidelines 
can be developed [5,6]. Physical AI and robotics lack uniquely 
human traits such as empathy, emotional intelligence, critical 

thinking, creativity, and communication skills, which means 
that they will never entirely replace the clinician.

Virtual AI in clinical medicine involves machine-learning algo-
rithms and software to mimic human cognition in the analy-
sis of complex medical data [3]. In the past decade, there have 
been increasing publications in the medical literature on AI 
application in clinical medicine [3]. The most common appli-
cations include disease diagnosis, health monitoring and dig-
ital patient consultations, clinical training, patient data man-
agement, drug development, and personalized medicine [3]. 
Radiologists have been at the forefront of using virtual AI in 
diagnostic medicine [7]. Image acquisition, storage, and com-
munication now rely on computer-assisted diagnosis (CAD), 
particularly screening mammography, and have improved diag-
nostic accuracy [7,8]. In 2016, the Digital Mammography DREAM 
Challenge included several computer networks to establish an 
AI-based algorithm following a review of 640,000 digitally re-
corded mammograms [9]. Although the diagnostic specifici-
ty (0.81) and sensitivity (0.80) did not indicate that these sys-
tems should replace radiologists, there is a possibility that AI 
can be used in quality control, audit, and training of radiolo-
gists [9]. AI systems can review many images within minutes 
and develop experience and expertise beyond any individual. 
Therefore, AI-based decision-making approaches may be used 
in diagnostic situations where experts may disagree, such as 
identifying pulmonary tuberculosis on chest radiographs [8].
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Several AI systems exist to monitor patient diagnosis and treat-
ment compliance. For example, in the US, the National Institutes 
of Health (NIH) has developed the AiCure App that includes a 
webcam and smartphone used to monitor patient compliance 
with medications [10]. Personal health trackers are increasing-
ly used to monitor physical activity, sleep, heart rate, and ECG 
monitoring [11]. A further application of AI is in the training of 
healthcare professionals and in reducing time spent on admin-
istrative work. In 2016, a study showed that primary care phy-
sicians spent an average of 17% of their time interacting with 
their patients and more than 49% of their time adding content 
to electronic hospital records [12]. It is now possible for primary 
care physicians to use AI to take notes and record their interac-
tions with patients directly into electronic health records [12].

One of the most exciting areas of AI in clinical medicine is drug 
development. Research and development and the conduct and 
analysis of clinical trial data of pharmaceutical agents for a spe-
cific disease usually take several years and have a high cost. 
Deep learning architecture algorithms are now used in drug de-
velopment to facilitate pattern recognition skills used by chem-
ists [13]. AI and machine learning have been used in the design 
of drugs, with evaluation of all the available drug data [14].

The IBM Corporation AI platform known as Watson has been 
used to assist patient diagnosis and to suggest therapeutic op-
tions that oncologists may not have considered [15]. Therefore, 
it is possible that if AI systems have sufficiently large amounts 
of data, they may improve the diagnostic ability of clinicians 
and improve treatment planning. In oncology, large amounts 
of clinical data and gene sequencing data may be difficult to 
analyze by clinicians who wish to implement the most effec-
tive personalized approaches to patient care [16].

There are increasing numbers of publications on AI in clini-
cal medicine. For example, in ophthalmology alone, between 
2015 and 2020, 728 publications included artificial intelligence 

or deep learning as keywords [17]. The US Food and Drug 
Administration (FDA) continues to develop new pathways for 
regulatory approval with awareness of the potential benefits 
of AI and the potential risks [18]. Therefore, evidence-based 
guidelines are required to standardize the reporting of AI stud-
ies, and initial guidelines are based on those designed for re-
porting randomized clinical trials. The Consolidated Standards 
of Reporting Trials (CONSORT) and the Standard Protocol Items: 
Recommendations for Interventional Trials (SPIRIT) guidelines 
were originally developed to standardize the reporting of clinical 
trials and clinical trial protocols [19,20]. In September 2020, the 
CONSORT-A1 extension was developed [21]. The CONSORT-AI 
extension includes 14 additional items that should be reported 
for AI interventions [21]. Investigators are required to provide 
clear descriptions of the AI intervention, skills required, study 
setting, inputs and outputs of the AI intervention, analysis of 
errors, and the human and AI interactions [21]. The CONSORT-
AI guidelines will promote reporting of clinical trials for AI in-
terventions, assist journal editors and peer reviewers, and help 
to develop the required evidence for future recommendations 
in the use of AI in clinical medicine [22].

Conclusions

Developments in virtual AI and machine learning in clini-
cal medicine continue to improve diagnostic accuracy, iden-
tify new treatments, improve patient care, improve medical 
training and quality of care, and reduce administrative bur-
dens for clinicians, which will provide more time for individ-
ualized patient care. Developments in physical AI or robotics 
devices that assist surgeons may also reduce surgical time 
and improve outcomes but will require specialized training. 
The development of the 2020 CONSORT-AI guidelines for AI 
studies is an important advance that will increase the likeli-
hood of future evidence-based guidelines to support AI in all 
areas of clinical medicine.
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