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ARTICLE INFO ABSTRACT

Keywords: Computer-aided diagnosis (CAD) systems play a vital role in modern research by effectively
Feature selection o minimizing both time and costs. These systems support healthcare professionals like radiologists
Breast cancer prediction in their decision-making process by efficiently detecting abnormalities as well as offering accurate

Machine learning

. and dependable information. These systems heavily depend on the efficient selection of features
Soft-computing

Teaching learning based optimization to accurately categorize high-dimensional biological data. These features can subsequently assist

Elephant herding optimization in the diagnosis of related medical conditions. The task of identifying patterns in biomedical data

Hybrid approach can be quite challenging due to the presence of numerous irrelevant or redundant features.
Therefore, it is crucial to propose and then utilize a feature selection (FS) process in order to
eliminate these features. The primary goal of FS approaches is to improve the accuracy of clas-
sification by eliminating features that are irrelevant or less informative. The FS phase plays a
critical role in attaining optimal results in machine learning (ML)-driven CAD systems. The
effectiveness of ML models can be significantly enhanced by incorporating efficient features
during the training phase. This empirical study presents a methodology for the classification of
biomedical data using the FS technique. The proposed approach incorporates three soft
computing-based optimization algorithms, namely Teaching Learning-Based Optimization
(TLBO), Elephant Herding Optimization (EHO), and a proposed hybrid algorithm of these two.
These algorithms were previously employed; however, their effectiveness in addressing FS issues
in predicting human diseases has not been investigated. The following evaluation focuses on the
categorization of benign and malignant tumours using the publicly available Wisconsin Diag-
nostic Breast Cancer (WDBC) benchmark dataset. The five-fold cross-validation technique is
employed to mitigate the risk of over-fitting. The evaluation of the proposed approach’s profi-
ciency is determined based on several metrics, including sensitivity, specificity, precision, accu-
racy, area under the receiver-operating characteristic curve (AUC), and F1-score. The best value
of accuracy computed through the suggested approach is 97.96%. The proposed clinical decision
support system demonstrates a highly favourable classification performance outcome, making it a
valuable tool for medical practitioners to utilize as a secondary opinion and reducing the over-
burden of expert medical practitioners.
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1. Introduction

Currently, there is an unprecedented generation of data in various fields due to the rapid accumulation of vast amounts of in-
formation [1]. Data with high dimensions generally comprises a substantial quantity of information. Nevertheless, it is common to
encounter numerous features that are either unrelated or weakly correlated, which can have an impact on data processing [2].
Therefore, it is imperative to devise effective data mining methodologies that can effectively reduce the dimensionality of
high-dimensional data across various domains such as medicine, bioinformatics, text mining, and the internet of drones [3,4]. The
feature selection (FS) method is a proficient technique for reducing the dimensions of data. The application of this technology has been
extensive and carries substantial significance in the domains of machine learning and pattern recognition [5]. The process of reducing
the dimensionality of the dataset can enhance the computational efficiency of the model. As per [6], the problem of FS is approached as
a combinatorial optimization problem during the preprocessing stage. The objective of FS is to eradicate extraneous and duplicative
attributes from specific datasets [7]. Different FS techniques can be selected for data processing depending on specific learning al-
gorithms [8]. highlights the significance of the search strategy in the FS method, especially when dealing with high-dimensional data.
There has been a notable surge in the utilisation of meta-heuristics employing varied search strategies to address FS problems [9].
Adding global search to Swarm Intelligence (SI)-based search methods could make the field of FS much easier to understand and use
while also lowering the cost and time needed for computing. This has been evidenced in prior research [10]. The optimization al-
gorithms utilized in SI are founded on the behavioural patterns of natural animal communities, particularly their foraging and pre-
dation behaviours, which are continuously simulated [11].

At present, various SI algorithms are employed to tackle FS issues. The algorithms under consideration are the Genetic Algorithm
[12], Particle Swarm Optimisation [13], and Grey Wolf Optimisation [14]. Numerous algorithms have been proposed in recent times,
including the Whale Optimisation Algorithm [15], the Butterfly Optimisation Algorithm [16], and the Grasshopper Optimisation
Algorithm [17]. During each iteration, optimization algorithms based on population produce a set of potential solutions. This has the
potential to result in improved outcomes in the field of financial services. Abualigah et al. [18] have introduced a novel meta-heuristic
optimization technique named Reptile Search Algorithm, which draws inspiration from the hunting patterns of crocodiles. The Dwarf
Mongoose Optimization algorithm has been developed to replicate the foraging patterns of the dwarf mongoose. The algorithm ex-
hibits bionic characteristics in its search capabilities [19]. A novel meta-heuristic algorithm, named the Ebola Optimization Search
Algorithm, has been introduced. The strategy employed involves the utilisation of a bionic disease transmission mechanism that is
based on the propagation mechanism of the Ebola virus disease [20]. This methodology endeavours to enhance the efficacy of the
algorithm. Furthermore, the distribution of primary arithmetic operators can be leveraged to devise a meta-heuristic optimization
technique called the Arithmetic Optimisation Algorithm [21]. Furthermore, a method for optimization based on population, known as
the Aquila Optimizer, has been proposed. This approach is derived from the predatory habits of the aquila [22]. Evolutionary algo-
rithms have shown considerable promise in feature selection, owing to their straightforwardness and ability to conduct global
searches. This inspiration has led us to integrate these algorithms into our feature selection work.

The incidence of cancer has progressively transformed into a persistent ailment that has a significant impact on human well-being.
Based on the data provided by the World Cancer Research Fund International [23], breast cancer (BC) is the predominant form of
cancer among women globally, with approximately 1.7 million new cases detected in 2012, making it the second most prevalent
cancer type overall. BC accounts for roughly 12% of newly diagnosed cancer cases and 25% of all cancers in the female population.
This cancer ranks fifth in terms of frequency as a cause of mortality among women due to cancer. Furthermore, there has been a rise in
the incidence rate coupled with a reduction in the age of onset [24]. According to research, BC is a prevalent form of cancer and a
significant contributor to mortality rates among women in Jordan [25]. According to the Jordan Cancer Registry’s 2011 report, BC
accounts for 20.1% of all cancer cases in Jordan, encompassing both males and females, and 37.3% of all cancer cases in females [26].
BC has a prevalence of 12% among women in the United States throughout their lifespan. In 2017, the United States recorded over 250,
000 new cases of this disease [27].

As per the GLOBOCAN 2012 report, the global count of newly diagnosed cases of breast cancer was 1.7 million [28-30]. According
to Ref. [31], there has been a notable increase of approximately 20% in the incidence of breast cancer and a corresponding rise of
approximately 14% in the mortality rate, as compared to the statistics from 2008. Moreover, it has been identified as a significant
factor that contributes to cancer-related mortality in developing countries [31]. This is a heterogeneous disease, with distinct bio-
logical subtypes that exhibit diverse clinicopathological and molecular features. These features have prognostic implications, such as
tumour size, grade, and the presence of axillary lymph node metastasis, as well as predictive implications, such as the expression of
oestrogen receptor and progesterone receptor and overexpression of human epidermal growth factor receptor 2 proteins. The
aforementioned findings have been documented in prior research [32-35]. Triple-negative breast cancer (TNBC), a subtype of breast
cancer, is recognised to have a higher incidence rate among younger women and is regarded as the most aggressive manifestation of
the ailment. According to the results of the analysis, the incidence of TNBC exhibits variability across diverse nations, with percentages
ranging from 6.7% to 27.9%. It is noteworthy that India has the highest incidence of TNBC, followed by Indonesia, Algeria, and
Pakistan. The prevalence of triple-negative breast cancer in various countries, including the Netherlands, Italy, London, and Germany,
is lower than the average rate of 15%. The incidence of TNBC in the Indian population is associated with several risk factors, including
lifestyle, socioeconomic status, obesity, family history, high mitotic indices, and BRCA1 mutations [36].

The preceding discourse serves as motivation for utilizing a soft-computing-based feature selection approach to predict the rapid
spread of the aforementioned infection among women worldwide. For this particular infection prediction, we have adopted two al-
gorithms that have a proven track record and have not been previously used to predict this disease to the best of our knowledge. We
propose a third algorithm that combines the aforementioned two algorithms. Four well-performing and widely accepted models are
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utilized for the performance evaluation of the feature subset returned by the soft-computing algorithms. The performance of these
employed ML models is evaluated on several well-defined metrics. This paper suggests an automatic and useful clinical decision-
classification system for finding BC. The public UCI repository features set (WDBC) of 32 features is used to feed this classification
system.

The main contribution of this work can be considered as.

e The aim is to determine the most effective features for predicting BC infection. The outcome of this empirical study also showcases

the most relevant features, among researchers’ communities, required for this infection prediction.

To implement TLBO, EHO, and their hybrid algorithm for the first time for chronic human disease identification.

To come up with an effective system by revealing the predictive factors of BC patients and comparing the model’s robustness using

different standard performance measures. A novel hybrid intelligent clinical system for better prediction of BC by using soft

computing algorithms and ML applications is presented.

e To show a more thorough comparison (and analysis) of how soft computing algorithms and ML applications have been used to find
BC and make it more visible, which will help to validate the model.

The structure of the paper is as follows: Section two is reviewing a literature survey of prior studies. The third section gives a brief
overview of feature selection and outlines the recommended methods (nature-inspired computing) for classifying BC. The fourth
section showcases the resulting outcomes. The work is concluded in the fifth section.

2. Literature review

There are many medical studies available in the literature that focus on the diagnosis of Breast Cancer. The majority of these al-
gorithms utilize either the WBCD dataset ([37-48]), the WDBC dataset ([49-52]), or a combination of both ([52-59]). The datasets
comprise of classifications for both benign and malignant cases. In their study, the authors suggest the use of a genetically optimized
neural network (GONN) for breast cancer classification, which is detailed in Ref. [60]. The neural network architecture is optimized
using the genetic algorithm (GA). Benteng et al. [40] presented a GA named Tribe-Competition-Based GA (TCbGA) that is used for
feature selection. A method for designing rule-based fuzzy BC classifiers was presented by Marco Pota et al. [41]. The design pro-
cedures make use of the naive Bayes approximation, which optimizes the required parameters independently, resulting in fast
computation. In Ref. [42], the FAEMODE algorithm is employed for feature selection. This algorithm is based on elitism and
multi-objective differential evolution [43]. provides information on how to implement the graph-based skill acquisition method (GSL).
This tool captures both the dynamics of the environment and the experiences of the agent. Liangjun et al. [44] introduced a technique
known as full-correntropy-based multilayer-extreme-learning-machine (FC-MELM) for classifying a corrupted BC dataset that has been
impacted by impulsive noise. In their study [40], the authors introduce a method called sparse-pseudoinverse incremental-ELM
(SPI-ELM) for detecting BC. Compared to ELM, it has a lower run-time complexity. Marco Pota et al. [46] proposed an approach called
likelihood-fuzzy analysis (LFA) in their study. This approach is used for extracting statistical information from labeled data. The data is
subsequently utilized as input for the fuzzy classification system. Ed-Daoudy et al. [47] proposed a two-stage approach to reduce
features and classify BC using Association Rules (AR) in their study’s first stage. The SVM classifier has been equipped with the reduced
features for the BC classification task, utilizing the 3 CV approach. Zhongliang et al. [49] proposed a new Adaboost algorithm called
AdaBoost.FT, which includes a floating threshold. The principle of maximum likelihood is utilized to improve the stability of classi-
fication. Yamuna Prasad et al. [50] employed a hybrid SVM classifier that integrated particle swarm optimization (PSO), GA, or Ant
colony optimization (ACO) to examine the WDBC dataset in their research study. In their study, Zheng et al. [51] developed a hybrid
system of SVM and K-means, known as K-SVM, to identify hidden patterns of benign and malignant tumours in WDBC. This approach
resulted in improved accuracy. The PSO algorithm underwent testing on 13 distinct datasets, including WDBC and Wisconsin Breast
Cancer Database (WBCD) [52]. The PSO algorithm was used in Ref. [53] to optimize feature subset and kernel bandwidth for BC
detection, utilizing a non-parametric kernel density estimation (KDE). The use of the KDE-PSO algorithm results in better performance
for processing the WDBC dataset in comparison to other algorithms. Peng et al. [54], introduced the artificial immune semi-supervised
learning algorithm as a means to enhance the precision of BC detection. The researchers in Ref. [61] employed a
Gauss-Newton-Representation-Based Algorithm to calculate the most suitable weights for training samples for the purpose of classi-
fying BC. The WBCD dataset attained an accuracy rate of 98.54%, whereas the WDBC dataset achieved an accuracy rate of 79.54%. The
article [55], introduces ST-ONCODIAG, a diagnostic system specifically developed for the detection of breast cancer. The system
begins by reading input from datasets, followed by filtering and cleaning the data. A coordinated set of rules was developed utilizing
ontologies and rule languages. Afterwards, a framework for representing knowledge is established and modifications are implemented
to the ST system. The sensitivity values obtained for WBCD and WDBC were 0.81 and 1, respectively, while the specificity values were
0.89 and 0.706. Ruholla et al. [56] presented the LS-SOED algorithm in their study. This algorithm improves the efficiency of artificial
neural networks by integrating life-sensitivity, self-organization, and error-driven mechanisms. The process involves leveraging the
advantages of unsupervised and supervised artificial neural network learning techniques, while simultaneously reducing the costs
associated with misclassification. Feng Li et al. [57] have proposed a technique known as smooth group L 1/2 (GLSGL1/2) regula-
rization. This method is used to detect and remove unnecessary input nodes in feed-forward neural networks (FFNN). The WBCD and
WCBC models attained accuracies of 92.94% and 91.04%, respectively. Khandezamin et al. [58] employed the logistic regression (LR)
method for feature selection in the initial stage of their study. The GMDH neural network is used to diagnose breast cancer. The method
resulted in a success rate of 99.4% for WBCD and 99.6% for WDBC. A new Gauss-Newton representation-based algorithm (GNRBA) for
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breast cancer classification is presented in Ref. [59]. Practitioners employ sparse representation and training sample selection. So far,
sparse representation has only worked for pattern recognition. The innovative GaussNewton-based algorithm finds optimal training
sample weights for classification. Compared to the 11-norm approach, it evaluates sparsity computationally efficiently. The GNRBA is
tested on the UCI Machine Learning repository’s WBCD and WDBC.

The stagnation point flow of unstable compressible Casson hybrid nanofluid over a vertical stretched sheet was studied. Xue,
Yamada Ota, and Tiwari Das hybrid nanofluid models were compared [60]. Lorentz force affected normal flow. Authors examined
nonlinear radiation. Signal and multi-wall carbon nanotubes were water-tested. Boundary layer approximations in partial differential
equations under flow suppositions solved a mathematical model. Lie symmetry created the right transformation. From partial dif-
ferential equations, suitable transformations created ODEs. Dimensionless system revealed by bvp4c numerical method. Tables and
graphs showed how flow parameters affected skin friction, Nusselt number, temperature, and velocity distributions. This study found
that Yamada Ota outperformed Tiwari Das and Xue hybrid nanofluid models in heat transmission. Increased solid nanoparticle
concentration increased skin friction and decreased temperature gradient. Higher solid nanoparticle values increased skin friction by
resisting fluid motion. Two-dimensional incompressibility Stable Sutterby fluid flow over a nonlinear stretching cylinder [61]. Under
the Buongiorno nanofluid model, fluid properties vary. An induced magnetic field affects sutterby fluid using heat and chemistry.
Nonlinear radiative thermal and concentration slip study. A governing equation-based mathematical model meets expectations. These
equations become partial differential equations with boundary layer approximation. Ordinary differential equations are transformed
from partial differential equations. Dimensionless system numerical solution. Physical factor regulation is shown visually and tabu-
lated. High variable thermal conductivity raised fluid temperature. High liquid thermal conductivity raised fluid temperature. Due to
Brownian motion, fluid temperature rose. Different Brownian motion levels increase kinematic energy and fluid temperature.
Nanofluid’s second-order micropolar stagnation point flow over an exponentially permeable stretched sheet is calculated. This study
examines thermal slip-affected freestream velocity. This model is simplified to partial differential equations using flow assumptions
before boundary layer approximations [62]. Transformations simplify governing equation math. Solve the differential system with
bvp4c. Data is shown in graphs and tables. For mild and strong concentrations, skin friction and Nusselt number are shown. Light
concentration causes less skin friction than strong concentration. Under pair stress, weak concentration skin friction exceeds strong
concentration. Micropolar profile depends on micropolar and micro-gyration parameters. Sherwood and Nusselt numbers are higher in
strong concentration. Micropolar Casson nanofluid flow on a vertical nonlinear Riga stretching sheet was compared. Brownian
movements and thermophoresis study thermal and velocity slip. Create coupled nonlinear ODEs by modifying nonlinear PDEs. The
numerical method and Runge—Kutta 4th-order scheme solve nonlinear coupled ODEs. Both tabular and graphical representations show
how flow parameters affect skin friction, Nusselt number, temperature, and velocity [63]. Brownian motion, Sherwood number
magnitude, and Nusselt number are opposite. High Sherwood and Nusselt numbers worked. The Casson fluid parameter increment
decreased with fluid velocity, reducing thickness. Increases in micropolar parameter increase fluid velocity distribution curves.

The experimental inquiry utilizes three feature selection strategies, namely Correlation-based selection, Information Gain-based
selection, and Sequential feature selection, to select a set of features [64]. The feature subsets undergo evaluation by several ma-
chine learning classifiers, and the selection of the ideal feature subset is determined based on its performance. Finally, it is recom-
mended that the Max Voting Classifier, which is constructed using ensembles, be considered as the optimal model among the three
leading options. This work is specifically implementing and dependent on a statistical-based approach for the feature selection process;
however, the feature selection phase using soft-computing (and their hybrid)-based approaches is missing in this work, which is the
core of our work. By integrating the Principal Component Analysis (PCA) technique with ReliefF Feature Ranking, this work offers a
novel way to feature selection [65]. When paired with the recommended feature selection process, the use of hybridization approaches
has been proven to considerably increase the classifier’s precision, namely the k-nearest neighbor strategy. This improvement is shown
in the datasets for both chronic illnesses. When compared to five other methods—Correlation Based Feature Selection, Fast Correlation
Based Feature Selection, Mutual Information Based Feature Selection, MODTree Filtering Approach, and ReliefF Feature Selec-
tion—the hybrid framework described in this study performs better. This study focuses on the implementation and reliance on a
statistical-based strategy for the feature selection process. However, it is important to note that the feature selection phase utilizing
soft-computing and hybrid-based techniques, which is the fundamental aspect of our research, is not included in this work. Moreover,
very limited machine learning classifiers are used for classification. In this study, the bioinformatic tool known as the Oscillating
Search Algorithm for Feature Selection was utilized to iteratively enhance the selection of features for the training of Support Vector
Machines (SVM) to enhance the accuracy of breast cancer prediction [66]. Only one feature selection approach and a small number of
machine learning classifiers are used for the classification assessment in this study.

Recently, various meta-heuristic optimization techniques have been utilized to create hybrid machine learning solutions that can
effectively tackle a wide range of challenges in different applications. Several optimization techniques have been developed to improve
the performance of various algorithms. These techniques include the Biogeography Based Optimization [67,68], Particle Swarm
Optimization [69], Chimp Optimization Algorithm [70,71], sine-cosine Algorithm [72], salp swarm algorithm [73,74], Autonomous
Groups Particle Swarm Optimization, whale optimization algorithm [75,76], and Emperor Penguin algorithm [77]. According to the
principle of No Free Lunch (NFL), it is not possible to deem any meta-heuristic algorithm as superior to another meta-heuristic
approach. Metaheuristic algorithms are better suited for specific optimization problems when compared to other meta-heuristic ap-
proaches [76]. We were motivated by this theorem to use these 3 algorithms (TLBO, EHO and Hybrid of these two) in combination with
different classifiers to create an efficient and fast BC classification system. Furthermore, to the best of our knowledge, these algorithms
have not been utilized in a similar manner as ours for the purpose of feature selection in predicting chronic human disease infections.
The aim of this study is to accurately and automatically classify BC as either malignant or benign. This can be achieved by integrating
the different classifier with our utilized three algorithms (TLBO, EHO and Hybrid of these two).
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3. Approach implemented

In this empirical study, three soft-computing algorithms have been selected and implemented for feature selection: TLBO, EHO, and
a hybrid of these two. Fig. 1 illustrates the comprehensive layout of the entire work.

3.1. Elephant herding optimization

The elephant herding optimization approach is one of the more recent developments in the field of swarm intelligence algorithms.
In 2016, Wang, Deb, Gao, and Coelho published a paper [78] in which they proposed the notion. In spite of the fact that it is a relatively
new algorithm for optimization, it has already been implemented in a number of different scenarios. For community discovery in
intricate social networks, an elephant herding optimization technique was presented [79]. Elephant herding behavior served as an
inspiration for EHO. Swarm intelligence algorithms were developed by dissecting the complicated natural behavior of elephants. The
elephant population is made up of many different lineages. The matriarch of a specific elephant clan is in command. Every generation,
a small number of male elephants depart their herd and relocate [80].

enewiik = g + B-(Cvestii — €iix) N (@D)]

enewlik iS representing the new position of elephant k in the clan [; and e;;x shows the old position. ey is the best of clan [;, § € [0,1] is
algorithm’s parameter indicating the influence of the matriarch, while n € [0, 1] is random number used to improve diversity of the
population in the later stages of the algorithms.

Cnew,li = N-Ccenter l; (2)

Nii

ecemer,li,dia :17 g €58, dia (3)
[(—)

where dia is representing the dimension (Equation (3)). Nj; is the number of clan in [;,where 5 € [0, 1] is the second parameter of the
algorithm.

Cyors s li = €min (emax — €min l).rad (4)

where e, and e,,x are lower and upper bound of search space. rad € [0, 1] is representing the random number. It is chosen by random
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distribution.

Algorithm 1. The following is the pseudo code for the EHO algorithm.

1. Initialization

2. Set generation counter p,set the maximum generation MaximGene

3. Initialize the population

4. Repeat

5. Sort all the elephant according to their fitness
6. for all clans [; in the population do

7. For all elephant k in the clan [; do

8. Update e and generate epew, lix by Eq. (1)
9. if ek = €k = epestsi then

10. Update e;;; and generate enpey, lix by Eq. (2)
11. end if

12. end for

13. end for

14. for all clan [; in the population do

15. Replace the worst elephant in clanl; by Eq. (4)

16. end for

17. Evaluate population by newly updated positions

18. until p < MaximGene

19. Return the best found solution

3.2. Teaching learning based optimization

The TLBO is like a school, where the teacher and the learners (the students) work together to teach and learn. By using the students’
grades as the output, the teacher can find the best mix among the students’ work. The teacher gives a test to see how well the students
did on their work. Since a teacher is usually seen as someone who knows a lot and shares that information with their students, their
effectiveness has an effect on how well their students do. A good teacher, of course, helps students learn so they can get better grades or
test scores [81].

TLBO simulates the knowledge transfer and collaboration that occurs between a teacher and students in a classroom setting. The
algorithm maintains a population of candidate solutions called "students" and uses a teacher to guide their learning process [82]. The
teacher represents the best solution found so far in the population [83].

Algorithm 2. The key steps involved in the TLBO algorithm:

Step 01 Initialization phase
Step 02 Performance Evaluation
-Using fitness function calculate values for each individual
Step 03 Select best solution among all
Step 04 Calculate mean
Step 05 Teacher phase
yrev = yald + rand(O, 1> ° (yteachﬂr — EF .ym)
Step 06 Evaluate new solutions
Step 07 Compare new solution with old solutions and update
Step 08 Learner Phase

e { ¥ +rand(0,1) o (" — ™) i fY) < S
¥ 1 rand(0,1) o (y? — y ™) otherwise

Step 09 Update current best solution
Step 10 Check stopping criteria
Step 11 Display best solution

3.3. Hybrid (HEHO) of elephant herd optimization (EHO) and Teaching Learning Based Optimization (TLBO)

A hybrid algorithm combining Hybrid Elephant Herd Optimization (HEHO) and Teaching Learning Based Optimization (TLBO) can
leverage the strengths of both algorithms to enhance the optimization process. Here’s a general outline of how a hybrid algorithm
could be constructed:

Step 1: Initialization: Generate an initial population of candidate solutions (students) randomly, representing the elephant herds.

Step 2: Evaluation: Assess the fitness of each student (elephant herd) based on the objective function being optimized.

Step 3: Leader Selection: Identify the leader elephant herd with the highest fitness value.

Step 4: Movement and Interaction (HEHO component): Each elephant herd updates its position based on the position of the leader
herd and interacts with neighboring herds to share information, as performed in HEHO. This step allows the herds to explore the
solution space effectively and exchange valuable information.
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Step 5: Learning Phase (TLBO component): Each student learns from the teacher by adjusting its position based on a learning
equation, similar to the TLBO algorithm. This phase emphasizes cooperation and collaboration among the students to improve their
solutions and explore the solution space.

Step 6: Local Search (HEHO component): Perform local search within each herd to further refine the solutions in their respective
regions.

Step 7: Update Phase: Evaluate the fitness of the new positions of students (elephant herds) and update the population accordingly.

Step 8: Termination: Repeat the movement, interaction, learning, local search, and update phases until a termination condition is
met.

By combining the movement and interaction mechanisms from HEHO and the learning and collaboration aspects of TLBO, the
hybrid algorithm can leverage the advantages of both algorithms. The herds can benefit from the collective intelligence and explo-
ration capabilities of HEHO, while also incorporating the knowledge transfer and learning from the teacher-student interaction in
TLBO.

The time complexity of TLBO is analyzed in terms of the number of iterations required to reach convergence or find an acceptable
solution within a given problem space. It is commonly considered to have a time complexity of O(GNP), where G is the number of
iterations or generations; N is the population size and P is the problem dimensionality (number of decision variables).

The time complexity of the Elephant Herding Optimization (EHO) algorithm is O(T x NP x D), where T is the number of iterations,
NP is the population size, and D is the dimension of the problem 1. This means that the time required to solve a problem using EHO is
proportional to the number of iterations, population size, and dimension of the problem.

The overall computational complexity of Hybrid of TLBO algorithm and EHO is O(Max Iteration x N> -+ computational overhead).
The complexity depends on maximum iteration, elimination and dispersion, reproduction, fitness function computation and elimi-
nation, if any, additionally including computational overhead like synchronization, data exchange, or decision-making mechanisms
between the algorithms.

3.4. Real life applicability of the proposed approach

Cancer ranks number one or second in global mortality, according to 2019 World Health Organization statistics. In 2020, 10 million
people died from cancer, and female breast cancer (11.7%) outnumbered lung cancer (11.4%). According to reports, breast cancer kills
the most women. Nearly 25% of breast cancer fatalities occur in women aged 40-49. Although infrequent before 25-30, this ma-
lignancy has been reported in young women. The World Health Organization reports that 1 in 8-10 women have breast cancer. One in
10-15 Iranian women get this cancer. Researchers say late diagnosis causes breast cancer’s high fatality rate. We have selected the
breast cancer as the subject of investigation as breast cancer is the most common cancer among women such that the existence of a
precise and reliable system for the diagnosis of benign or malignant tumours is critical. Since breast cancer is the most common
malignancy in women, a precise and reliable technique for diagnosing benign or malignant tumours is essential. It is the most frequent
cancer in women, is varied and caused by inherited and environmental risk factors. It arises when breast tissues grow abnormally.
Breast tissue cells proliferate irregularly, forming benign or malignant tumours. DNA mutations induce breast cell proliferation ab-
normalities. This categorization (benign or malignant) is used to analyze breast tumours, masses, and other abnormalities. Benign
cancer is usually not life-threatening and has a better survival rate than malignant cancer. Malignant tumours can quickly invade the
lymph system and surrounding healthy tissues, having devastating repercussions. Benign tumours cannot grow beyond a certain size
and stay inside their mass. Early cancer detection ensures treatment success and survival. Since there are few risk factors for breast
cancer, scientists have tried to find its cause. Age, genetics, family history, obesity, gene variation, smoking, and alcohol intake in-
crease breast cancer risk. The exterior of breast cancer cells is so tiny that early detection is difficult.

Since there are no breast cancer prevention methods, scientists have focused on developing better treatments. Screening for breast
cancer in women has also been prioritized to save more lives through treatment. At least 30 years, researchers have studied
mammography, clinical breast examination, and biopsy for breast cancer screening. Mammography is one of the best ways to screen
for breast cancer, although radiologists’ judgements differ. Surgical biopsy is more accurate than mammography but expensive and
intrusive. Thus, better breast cancer detection systems are needed. These approaches help identify patients as benign or noncancerous
or malignant or cancerous. Breast cancer patients survive better with early detection. Clinicians will need highly predictive and
reliable diagnostic methods to distinguish benign and malignant breast tumours. Mammography, ultrasound, dynamic magnetic
resonance imaging, and elastography are the only early cancer detection methods. Clinicians must often read a lot of imaging data,
which reduces accuracy. This approach takes a long time and may misdiagnose cancer. Medical personnel keep making this diagnosis
to determine which one has the biggest impact. Precision in cancer detection and early diagnosis is now possible with Fine Needle
Aspiration cytology and machine learning.

Several breast cancer prediction studies use machine learning and data mining. Some improve learning models, others pre-process
data. Others work on feature selection to find relevant dataset features for a better classification system. Feature selection methods
include filters, wrappers, and embedding. Wrapper-based feature selection was used in this investigation. Subset combinations about
the prediction model’s accuracy are repeatedly evaluated to discover optimal features via the wrapper technique. Though compu-
tationally expensive, it is accurate. Recently, machine learning, deep learning, and bio-inspired computers have been used in medical
diagnostics. Several studies have examined machine learning for breast cancer detection. Multiple research use UCI repository datasets
to clinically forecast this condition. Examples include WDBC dataset. No matter the dataset, the research aims to improve prediction
accuracy to appropriately diagnose cancer.

Data storage has expanded due to the rapid growth of internet, IOT, and RFID technology. Given the expanding amount of data
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processed by application systems integrated inside devices that are internet-accessible, saving the data is essential. Clearing and
extracting appropriate information and feature selection approaches are becoming more critical. Feature selection decreases running
time by eliminating unnecessary and redundant information, boosting classification accuracy, and simplifying learnt classifiers or
models. With several features, feature selection is difficult. Complex categorization problems involve several features. Thus, the
classifier classifies observations across time. Features are selected to minimize dataset dimensionality, maximize classification ac-
curacy, and prevent overfitting to increase wireless sensor network efficiency and energy consumption and extend network lifetime.
The main challenge in feature selection difficulties is discarding some of the preprocessed data without affecting quality. Many
methods have been developed for feature selection. These algorithms had a hefty computing cost when they were introduced 30 years
ago. This challenge was solved by fast computers and large storage resources, but creating a fast solution to deliver this function is still
relevant due to new challenges’ enormous data sets. Classification is a key machine learning approach. In certain problems, data sets
are so high-dimensional that all aspects are unimportant, reducing algorithm accuracy and performance. In this case, feature selection
will be crucial, and removing unrelated features will boost algorithm efficiency. This paper proposes a hybrid feature subset selection
strategy using evolutionary-based EHO and TLBO. The given method seeks to simplify calculation and search time for optimal solu-
tions to high-dimensional datasets feature selection issue.

One of the most popular machine learning strategies is feature selection(FS). Features are reduced to improve learning algorithm
performance by removing extraneous features and choosing the best primary features. In machine learning, feature construction and
selection are key characteristics. Since both factors require manual fabrication, they are time-consuming and complicated. Raw data
attributes are aggregated, combined, or separated to create characteristics. A computationally cost-effective all-around search for the
most features is impossible. Thus, FS is a fundamental pattern identification and machine learning difficulty. This strategy is important
in categorization and regression, where numerous features are worthless or diminish learning accuracy. Eliminating these attributes
reduces computational complexity and improves accuracy. Feature selection strategies choose a subset of primary features to decrease
data dimensionality. These strategies aim to extract a subset with the smallest dimensions for the application. Classification analysis
performs better on the reduced space than the main space in most circumstances. Feature selection methods determine the optimal
subset of N features and 2N subsets. A subset is selected to optimize an Evaluation Function in all of these approaches, depending on the
application and definition. Each method seeks the most important attributes, however in big and medium datasets, finding the
optimized response is challenging and expensive due to the high number of alternative responses.

A FS procedure begins with an exhaustive search through the subset of features to find the best feature among the primary probable
subclasses based on a given assessment criterion. If the feature set has n features, the best subset must be selected using optimum
feature selection. Since evolutionary computation approaches provide global search, they are used as a strong solution and alternative
to standard searching methods to handle these challenges. Particle swarm optimization, genetic algorithms, genetic programming, and
ant colony optimization are popular feature selection methods. Heuristic models use diverse tactics to find the tradeoff between
exploration and exploitation. Exploration funds clearcut search spaces, whereas exploitation scans the local search space to maintain
improved solutions. Some meta-heuristic search methods use exploration, while others use exploitation for superior results. Using
hybrid approaches can improve search algorithm performance. The yield of each approach increases when hybridization combines
positive qualities of at least two procedures. This study uses EHO and TLBO, two novel and effective meta-heuristics, to construct a
hybrid strategy to improve general categorization tasks. A hybrid model for feature selection was proposed in this research. This
methodology uses information to simplify feature selection with high-dimensional datasets to reduce computational complexity.
Selecting dataset features is easier with a novel hybrid method. To extract dataset-influencing characteristics, an EHO, TLBO, and their
combination was applied. EHO and TLBO are integrated to balance exploration and exploitation to build an algorithm without the
previous deficiency by employing rapid convergence speed and exploration ability. Only features with a selection probability matching
the final subset are expected to align with classification, and the feature selection procedure is only applied to these. Using prediction
algorithms can yield good outcomes, according to prior authors. Thus, the algorithm’s computational cost is greatly lowered and a
subset with fewer features is chosen. The suggested approach accelerates feature selection for high-dimensional datasets, improves
classification accuracy, and reduces feature selection. To our knowledge, no other study has used these three nature-inspired methods
to reduce unproductive features. Effective feature selection is achieved with these cost-effective techniques. By exhibiting a very
positive categorization performance outcome, the suggested clinical decision support system can be used as a secondary opinion,
relieving the pressure on more experienced medical practitioners. Furthermore, this technique can be utilized as an early and effective
prediction tool in rural areas or underdeveloped nations where there is a shortage of skilled medical professionals.

3.5. About dataset

The WDBC dataset includes data on 569 patients about 30 characteristics of cell nuclei taken from a digital image of a breast cancer
fine needle aspirate (FNA). At diagnosis, each patient’s cancer was categorized as benign or malignant. There are 569 data points in the
dataset overall, of which 212 are categorized as malignant and 357 as benign. These are the features of the dataset: The ten qualities are
as follows: Radius, texture, perimeter, area, smoothness, compactness, concavity, concave points, symmetry, fractal dimension, and so
on are the first ten. Three pieces of information are included in each feature: (1) the mean; (2) the standard error; and (3) the "worst" or
largest value (the mean of the three largest values). having a total of 30 attributes in the dataset as a result. A total of thirty features
were obtained by calculating the mean, standard error, and maximum value (mean of the three highest values) of these features for
each image. These characteristics outline the characteristics of the cell nuclei seen in the picture. Both the benign and malignant cases
obtained through FNA were confirmed with surgical biopsy in order to ensure the excellent quality of the collected data. Additionally,
the effectiveness of the Xcyt software was verified in a sample of 131 newly diagnosed cases (94 benign, 37 malignant), with an
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impeccable accuracy rate of 100%.
4. Results and discussion
4.1. Results computed using TLBO

11 features, the matrix given below, have been retrieved using TLBO from the initial features set of 32 features WDBC dataset [84].
Table 1 depicts the performance of four implemented ML classifiers in terms of six vital efficiency measuring metrics. Figs. 2-5
represents the 4 results in graphical format (Accuracy, Confusion Matrix, AUC-ROC curve and Accuracy vs iteration graph) for
XGBoost, KNN, LSTM and SBL classifiers respectively. 5-fold cross validation approach has been implemented in this work to overcome
over-fitting issue.

[‘concave point mean’,’radius_mean’, ’texture_mean’, 'area_mean’, ’concavity_mean’, 'radius_worst’,’symmetry mean’, ’perime-
ter_worst’, ’compactness_worst’, ’concavity_worst’,’perimeter mean’]

4.2. Results computed using EHO

A total of 18 features, matrix given below, were obtained through the implementation of the EHO algorithm. These features were
extracted from an initial set of 32 features in the WDBC dataset. Table 2 presents the performance of four machine learning classifiers
that have been implemented, as measured by six important efficiency metrics. Figs. 6-9 depict the graphical representations of the four
results, namely Accuracy, Confusion Matrix, AUC-ROC curve, and Accuracy vs iteration graph, for the XGBoost, KNN, LSTM, and SBL
classifiers, respectively.
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4.3. Results computed using hybrid algorithm (TLBO-EHO)

A total of 11 features have been extracted from the initial set of 32 features of the WDBC dataset using the TLBO algorithm. These
features are presented in the matrix provided below. Table 3 illustrates the performance of four implemented machine learning
classifiers in terms of six essential efficiency measuring metrics. Figs. 10-13 depict the graphical representation of four results, namely
Accuracy, Confusion Matrix, AUC-ROC curve, and Accuracy vs iteration graph. These results correspond to the XGBoost, KNN, LSTM,
and SBL classifiers, respectively. The implementation of a 5-fold cross-validation approach has been utilized in this study to address the
problem of over-fitting.
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4.4. Discussion

A well-structured diagnostic methodology has the ability to accurately distinguish between individuals who have a specific ailment
and those who do not. Values that surpass the predetermined threshold for a thorough examination consistently indicate the presence
of the ailment, whereas values that fall below the threshold consistently exclude the possibility of the ailment. At present, there is no
available test that can effectively distinguish between individuals with a disease and those without. As a result, the diagnostic pro-
cedures provide only a limited distinction between the mentioned groups of individuals. The occurrence of values exceeding the
established threshold does not always indicate the presence of a pathological condition, as individuals without any disease can oc-
casionally display higher values as well. Values that exceed predetermined thresholds for a specific parameter of interest are commonly
referred to as false positive values (FP). On the other hand, values that fall below the established threshold are primarily observed in
individuals who do not display the disease. However, individuals suffering from the condition may also experience these symptoms.
The values correspond to the false negative (FN) values. The implementation of a cut-off value is utilized to categorize the population
of individuals under study into four distinct subgroups based on the presence or absence of the disease while taking into account the

Table 1

Results generated though features retrieved from TLBO.
Classifier Vs Performance Metrics Accuracy Precision F1-Score Specificity Sensitivity
XGBoost 0.9752 0.9615 0.9591 0.9664 0.9732
KNN 0.9358 0.9456 0.9318 0.9553 0.9039
LSTM 0.9763 0.9544 0.9410 0.9825 0.9455
SBL 0.9396 0.9499 0.9308 0.9565 0.9206
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Fig. 2. Results generated through XGBoost classifier on TLBO selected features.

relevant parameter values of interest.

A true positive (TP) refers to individuals who have been diagnosed with the disease and have a parameter of interest that exceeds
the specified threshold. The term "false positive" (FP) is employed to describe instances where individuals do not have the disease but
display a parameter value that exceeds the specified threshold of significance. A true negative (TN) refers to individuals who do not
have the disease and show a parameter value of interest that is lower than the specified cut-off threshold. A false negative (FN) occurs
when individuals who have the disease show a parameter value of interest that falls below the specified threshold.

Accuracy (Equation (5)), a major key performance measuring metric, refers to the proportion of correct predictions made by the
classification model. Accurate predictions are comprised of two components: true positives (TP) and true negatives (TN). Compre-
hensive consideration of both positive (P) and negative (N) examples is necessary when formulating predictions. Set P is comprised of
true positives (TP) and false positives (FP), whereas set N comprises true negatives (TN) and false negatives (FN). Mathematically, it is
represented as the number of correct predictions divided by the total number of predictions across all classes [86]. Our proposed
approach is able to generate an auspicious accuracy of 97.96% (in combination with the EHO and KNN ML classifier). The F1-score is
determined by computing the weighted mean of precision and recall. To provide greater precision, it can be asserted that the value in
question denotes the harmonic mean of precision and recall. The analysis of the F1 score can prove to be a valuable strategy for tackling
the tradeoff between precision and recall. Our proposed approach is able to generate a promising F-score accuracy of 0.9627 (in
combination with our proposed hybrid algorithm and KNN ML classifier).

Sensitivity (Equation (6)) is a metric expressed as a percentage that denotes the proportion of true positive cases with a particular
ailment within a cohort of subjects with the same ailment. Sensitivity refers to the probability of obtaining a positive test result among
individuals who have a particular medical condition. This concerns the test’s capacity to detect individuals who have the illness. By
merging a hybrid algorithm with the SBL, the study’s technique reaches a sensitivity level of 0.9800.

The measure of specificity (Equation (7)) serves as a complement to sensitivity in the context of diagnostic test accuracy. The term
is defined as the proportion of individuals who test negative and do not have the disease, relative to the overall number of individuals
who do not have the disease. The term "specificity" pertains to the probability of obtaining a negative test outcome in an individual who
is not afflicted with the disease [85]. In the realm of medical testing, specificity pertains to the precision of a diagnostic examination in
identifying individuals who are free of a particular ailment, thereby ruling out the targeted medical condition. The metric assesses the
classifier’s capacity to recognize individuals who do not manifest the medical condition. Specificity is related to the rate of true
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Fig. 4. Results generated through LSTM classifier on TLBO selected features.

negatives. Specificity measures the model’s capacity to accurately identify negative instances. Within the realm of probability, the
aforementioned statement pertains to the probability of a classifier accurately identifying a healthy patient as such. Within the realm of
probabilities, the term "probability of accurate diagnosis by a classifier for a healthy patient" is commonly used. To calculate sensitivity
and specificity, create a 2x2 table with subject groups divided by a gold standard or reference method in columns, and test categories in
rows (refer to Table 4). The study’s methodology achieves a specificity level of 0.9873 by combining a hybrid algorithm with the
XGBoost ML classifier.

In order to assess the precision (Equation (8)) of a given test, it is necessary to compute the ratio of correctly identified positive and
negative cases to the total number of cases evaluated. Precision, which is also referred to as positive predicted value, is a metric that
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Fig. 5. Results generated through SBL on TLBO selected features.

Table 2

Results generated though features retrieved from EHO.
Classifier Vs Performance Metrics Accuracy Precision F1-Score Specificity Sensitivity
XGBoost 0.9680 0.9496 0.9549 0.9726 0.9594
KNN 0.9796 0.9841 0.9601 0.9852 0.9302
LSTM 0.9403 0.8598 0.9206 0.9539 0.8998
SBL 0.9347 0.9168 0.9294 0.9307 0.9397
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Fig. 6. Results generated through XGBoost on EHO selected features.
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Fig. 9. Results generated through SBL on EHO selected features.

measures the proportion of patients correctly identified as having the disease by the classifier relative to the total number of patients
identified by the classifier as having the disease. Expressed probabilistically, it can be stated as follows: "The probability of a patient
being classified as sick by the classifier, given that the patient is truly sick.” If precision = 1, it means that all patients diagnosed by the
classifier really had the disease. The presented methodology exhibits a notable degree of precision, attaining a rate of 0.9876 through
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Table 3
Results generated though features retrieved from Hybrid algorithm.
Classifier Vs Performance Metrics Accuracy Precision F1-Score Specificity Sensitivity
XGBoost 0.9739 0.9876 0.9615 0.9873 0.9541
KNN 0.9492 0.9842 0.9626 0.9855 0.8956
LSTM 0.9682 0.9536 0.9590 0.9616 0.9762
SBL 0.9779 0.9783 0.9617 0.9754 0.9800
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Fig. 11. Results generated through KNN on Hybrid-algorithm selected features.
the integration of hybrid with the XGBoost ML classifier.
T,+ Ty
A= L (5)

Accuracy is given by.
Sensitivity is given by

T, +Ty+Fp+ Fy
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Fig. 12. Results generated through LSTM on Hybrid-algorithm selected features.
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Fig. 13. Results generated through SBL on Hybrid-algorithm selected features.
Table 4

Table for computing parameters.

Subjects without the disease

Subjects with the disease
positive TP FP
negative FN N
T,
Sen =" (6)
Tp+ Fy
Specificity is given by
T,
Spe = @
Ty+Fp
Precision is given by
T,
» (8)

P.=— "

Y Te+Fp
Every cut-off point is associated with a specific set of diagnostic sensitivity and specificity values. To construct a ROC curve, the
values are plotted on a graph where the x-axis represents 1-specificity and the y-axis represents sensitivity, as illustrated in Fig. 14. The
configuration of the ROC curve and the value of the AUC serve as an approximation of the discriminatory capability of a given test [87].
Tests that exhibit curves positioned nearer to the upper-left quadrant and greater areas beneath the curve demonstrate superior
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discriminatory capacity in distinguishing between individuals with and without disease. The definite integral of the curve over the
interval [0,1] is a dependable indicator of the effectiveness of the test. A diagnostic assessment that exhibits an AUC value of 1.0 is
deemed ideal, whereas a test that lacks discriminatory power is characterized by an area of 0.5. The Area under the Curve (AUC) is a
widely accepted and standardized measure utilized for evaluating the accuracy of diagnostic tests. By merging a hybrid algorithm with
the KNN, the suggested approach has an AUC of 0.9901.

In the burgeoning fields of big data and artificial intelligence, researchers are progressively pursuing uncomplicated and effective
models. There exist several practical applications that entail high-dimensional data, such as text mining [88], genomics [89], and
image retrieval [90]. It is imperative to acknowledge that not all data holds relevance in problem-solving. The inclusion of irrelevant
features may lead to a decrease in the performance of a model. Utilizing feature selection methods to eliminate irrelevant and
redundant features from the data is a waste of time. The primary concept underlying feature selection is to streamline the acquired
model by removing extraneous or duplicative features. The reduction of features results in a decrease in the inference time of the model
and enhances the model’s generalization ability [91].

Several research studies have demonstrated that feature selection is a viable technique for improving model performance and
simplifying it [92]. The categorization of feature selection can be based on the solution methods employed, which include wrapper
methods [93], filter methods [94], and embedded methods [95]. Despite the extensive research on feature selection, it continues to be
a challenging task. Wrapper methods employ the performance of a classifier as the evaluation metric for subsets of features. The
aforementioned evaluation method is characterized by its simplicity and precision, yielding subsets that are more refined compared to
filtering methods. The process of evaluating each feature subset can be computationally expensive, especially for high-dimensional
data, as it necessitates retraining a classifier. Therefore, this approach does not possess scalability. It is also possible for the
training set to become too well-fitted when subsets are evaluated using classifier performance metrics [96]. Filter methods employ the
correlation between the one-dimensional features of the data and the target variable for evaluating the significance of the features. This
methodology is frequently beneficial in terms of optimizing time efficiency. However, the task of determining the most suitable
number of features to select can be quite challenging in the absence of domain knowledge or extensive experimentation. Furthermore,
this approach may lack the ability to detect interactions among multiple features [97]. Embedded methods are deemed to be more
efficient than wrapper methods as they incorporate the feature ranking process within the classifier model training. However,
ascertaining the ideal number of features to retain poses a challenge. It is apparent from the information provided that different FS
algorithms exhibit unique strengths and weaknesses. The integration of diverse feature selection algorithms presents a viable solution
to tackle the challenge of FS.

Evolutionary computation techniques are widely used in feature selection due to their exceptional global search capabilities, as
demonstrated by their significant attention in previous studies [98-101]. The present paper proposes a strategy for expeditious
evaluation that substantially reduces evaluation expenses and improves the efficacy of the feature selection procedure. In this
particular instance, the original feature set consisting of 32 features was successfully reduced to 11 features, resulting in a reduction of
65% in the case of two algorithms. Additionally, a reduction of 75% was achieved through the use of the last algorithm, resulting in a
final feature set of 8. Hence, our methodology has effectively accomplished the implementation of the feature selection process,
resulting in a 75% reduction in the number of features.

4.5. Comparison with prior stare-of-the-art studies

The proposed system must be compared to other accepted models in order to be thoroughly examined. The results of 12 efficient
approaches are shown in Table 5 and have been published in reputable academic journals. In the process of choosing comparative
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studies, high-quality studies that reflect the state of the art were given priority. The abbreviation "UD" stands for the authors’ have not
disclosed this information in their research study.

When reducing the original feature set, the authors in Ref. [102] used a statistically based FS approach. In this process, the most
pertinent features are identified, and the machine learning models are trained and evaluated based on these features. 95.1691% was
the highest accuracy recorded. We have computed some of the other key performance measuring parameters that were not computed
in this study, so our results compare somewhat better to the results of this study. In Ref. [103], a novel intelligent diagnosis approach
has been proposed that employed an information gain-directed simulated annealing genetic algorithm wrapper for FS. In this process,
authors perform the ranking of features according to the information gain algorithm, and extracting the top-most optimal feature
utilized the cost-sensitive support vector machine learning algorithm. The highest accuracy recorded was 95.8%. We have calculated
additional key performance metrics that were not included in this study, which has resulted in a more favourable comparison of our
results to those of the study.

The paradigm under consideration [104] employs a cooperative coevolutionary method wherein FS and instance selection (IS) are
treated as distinct and separate subproblems. FS and IS techniques are employed to enhance the performance of a system by elimi-
nating less pertinent features and instances, respectively. In this study, the wrapper strategy is employed for both feature and instance
selection. The wrapper approach utilizes a combination of cooperative co-evolution and a random forest classifier. The reduced dataset
was utilized for training a random forest classifier, and the resultant model played a crucial role in informing clinical decision-making.
Our results in terms of accuracy, precision, specificity, and sensitivity are better than this approach.

Researchers in [105] describe a novel feature selection method that combines gradient-boosting decision trees and bee colony
optimization. This strategy aims to address issues with the effectiveness and informativeness of the chosen characteristics. To find the
most informative features, the suggested method performs global optimization of the decision tree’s input variables using the bee
colony algorithm. The feature space that the dataset encompasses must be initialized using the technique. According to how much each
feature contributes to decision-making, less important features are suppressed using the artificial bee colony algorithm. The highest
accuracy recorded was 97.9%. We have conducted an analysis of supplementary key performance metrics that were not originally
incorporated in this study. As a result, our findings now present a more favourable comparison between our results and those of the
study.

In this work [106], practitioners have combined a multivariate statistical approach with an artificial intelligence-based learning
technique to create a prediction model. This paper suggests a hybrid feature selection technique that can be applied alongside artificial
neural networks and PCA. The most important features are extracted from the data and preprocessed using principal component
analysis. Our results in terms of accuracy, specificity, and sensitivity are better than this approach. This paper [107] proposes a hybrid
optimization approach for the feature selection issue that combines particle swarm optimization and the slap swarm algorithm. By
combining the two methods, a hybrid algorithm is produced that enhances the effectiveness of both the exploration and exploitation
phases. The highest accuracy recorded was 97.9%; however, the best value of our accuracy is 97.96%. Precision, sensitivity, and
specificity are not discussed in the study.

In the next study [108], research has led to the creation of a novel knowledge-based system for classifying breast cancer cases. To
improve the precision and dependability of the system, our method combines techniques for clustering, noise reduction, and classi-
fication. As a clustering technique, the Expectation Maximization algorithm is frequently used to organize data into clusters that show
similarities. The fuzzy rule-based reasoning technique uses classification and regression trees to build fuzzy rules for the classification
of breast cancer disease in the knowledge-based system. The knowledge-based solution that has been suggested incorporates principal
component analysis to solve the multi-collinearity issue. The highest accuracy recorded was 94.1%; however, the best value of our
accuracy is 97.96%. Other key metrics like precision, sensitivity, and specificity are not discussed in the study. The purpose of [109]
was to examine the impact of combining the FS algorithm with the classification algorithms on the prognosis of breast cancer. The
authors suggested that by employing FS strategies to decrease the number of characteristics, they could enhance most classification
systems. Compared to other aspects, some features are more significant and have a greater impact on the classification algorithms’

Table 5

Brief evaluation among the suggested modality and the state-of-the-art studies.
S.No. Literature Highest Accuracy Highest Highest Precision Highest Specificity Highest Sensitivity

F1-Score
1. Chaurasia & Pal [102]2020 95.1691 UD UD UD UD
2. Liu et al., [103] 2019 95.8 UD UD UD UD
3. Christo et al., [104] 2022 97.1 UD 0.967 0.975 0.967
4, Rao et al., [105] 2019 97.9 (Highest) UD UD UD UD
92.8 (Average)

5. Sahu et al., [106] 2019 97.0 UD UD 0.98 0.95
6. Ibrahim et al., [107] 2019 97.8 0.9834 UD UD UD
7. Nilashi et al., [108] 2017 94.1 UD UD UD UD
8. Sakri et al., [109] 2018 81.3 0.876 0.883 0.632 0.869
9. Dheeba et al., [110] 2014 93.67 UD UD 0.92105 0.94167
10. Ramadevi et al., [111] 2015 97.89 UD UD UD UD
11. Idris & Ismail [112] 2021 94.534 0.94137 0.9429 UD 0.9400
12. Rajaguru & SR [113] 2019 95.61 UD 0.9726 0.9500 0.9595
13. Ours (Highest) 97.96 0.9627 0.9876 0.9873 0.9800
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outcomes. The outcomes of this research on three well-known classification algorithms—naive Bayes, IBK, and REPTree—with and
without the FS approach, particle swarm optimization, are shown. In conclusion, naive Bayes outperformed the other two approaches
when employed with particle swarm optimization, while the former gave superior results both with and without particle swarm
optimization. The result of our suggested approach performs very well in terms of all performance-measuring parameters.

In this paper [110], a particle swarm-optimized wavelet neural network classification technique for the detection of breast
anomalies in digital mammograms is investigated. The suggested abnormality identification approach is predicated on taking Laws
Texture Energy Measures out of the mammograms and using a pattern classifier to categorize the areas that are questionable. The
highest accuracy recorded was 93.67%; however, the best value of our accuracy is 97.96%. Our sensitivity and specificity were also
higher than those of their reported values. F1-score and precision values were not discussed in the study. PCA, a well-liked feature
extraction technique, is tested in this work using several classifiers and a variety of breast cancer datasets [111]. The outcomes are
totaled and examined. PCA was applied, and it was found that the classifiers’ performance improved on some data sets, decreased on
others, and stayed unchanged. Although the highest accuracy that was ever recorded was 97.89%, the best value that our accuracy has
ever had is 97.96%. The study does not go into detail about other significant parameters such as accuracy, sensitivity, and specificity.

Next study presents the Fuzzy-ID3 (FID3) algorithm, a classification method for breast cancer screening that makes use of a fuzzy
decision tree [112]. This work aims to alleviate the limitations of the ID3 algorithm; furthermore, it aims to improve decision trees’
classification accuracy. Using the ID3 algorithm for decision tree learning, the FID3 approach combines the concepts of fuzzy systems
and decision tree methods. The fuzzy database that is used for data fuzzification in the FID3 algorithm is designed using the FuzzyDBD
methodology, an automated method for constructing fuzzy databases. It was used to build an existing fuzzy database before the fuzzy
rule base was created. The fuzzified dataset was used in the FID3 approach, a fuzziness-infused version of the ID3 technique. The FID3
technique uses a simple inference process whereby new input instances are classified by directly pulling rules from the tree that has
been generated. Although the highest accuracy that was ever recorded was 94.534%, the best value that our accuracy has ever had is
97.96%. The other key parameters were computed, but the performance of our suggested approach is better than that of the results
presented in Ref. [112]. Following feature selection by PCA, the two machine learning methods are validated on the WDBC dataset
[113]. The decision tree and the K-Nearest Neighbor method are two machine learning algorithms that are compared using common
performance criteria. Although the highest accuracy that was ever recorded was 95.61%, the best value that our accuracy has ever had
is 97.96%. The remaining key parameters have been calculated, and our proposed approach demonstrates superior performance
compared to the results presented in Ref. [113].

5. Conclusion

Over the past decade, breast cancer (BC) has become a serious medical condition with a significant mortality rate. Among women,
BC is the most commonly diagnosed cancer. This research recommends a new clinical support classification system for the intelligent
diagnosis of BC. To evaluate the effectiveness of the proposed method, this paper performs experiments on the BC benchmark dataset
(WDBC). The results indicate that the proposed approach computes highly auspicious results in terms of many statistically significant
measuring parameters. Although classification performance and fitness have improved significantly, there is still room for enhance-
ment when working with datasets that have fewer features, especially in real-world scenarios. The proposed method has the potential
to be applied to a broader range of practical applications, including disease diagnosis, prediction, and engineering optimization
problems. This could help to tackle real-life challenges.
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