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 Abstract: Background: Lysine succinylation is one of the reversible protein post-translational mod-

ifications (PTMs), which regulate the structure and function of proteins. It plays a significant role in 

various cellular physiologies including some diseases of human as well as many other organisms. 

The accurate identification of succinylation site is essential to understand the various biological 

functions and drug development.  

Methods: In this study, we developed an improved method to predict lysine succinylation sites map-

ping on Homo sapiens by the fusion of three encoding schemes such as binary, the composition of k-

spaced amino acid pairs (CKSAAP) and amino acid composition (AAC) with the random forest 

(RF) classifier. The prediction performance of the proposed random forest (RF) based on the fusion 

model in a comparison of other candidates was investigated by using 20-fold cross-validation (CV) 

and two independent test datasets were collected from two different sources.  

Results: The CV results showed that the proposed predictor achieves the highest scores of sensitivity 

(SN) as 0.800, specificity (SP) as 0.902, accuracy (ACC) as 0.919, Mathew correlation coefficient 

(MCC) as 0.766 and partial AUC (pAUC) as 0.163 at a false-positive rate (FPR) = 0.10 and area un-

der the ROC curve (AUC) as 0.958. It achieved the highest performance scores of SN as 0.811, SP 

as 0.902, ACC as 0.891, MCC as 0.629 and pAUC as 0.139 and AUC as 0.921 for the independent 

test protein set-1 and SN as 0.772, SP as 0.901, ACC as 0.836, MCC as 0.677 and pAUC as 0.141 at 

FPR = 0.10 and AUC as 0.923 for the independent test protein set-2. It also outperformed all the 

other existing prediction models.  

Conclusion: The prediction performances as discussed in this article recommend that the proposed 

method might be a useful and encouraging computational resource for lysine succinylation site pre-

diction in the case of human population. 
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1. INTRODUCTION 

Succinylation is one type of reversible protein post-
translational modifications (PTMs) in which a succinyl 
group (-CO-CH2-CH2-CO2H) is transferred to a protein mol-
ecule at its lysine (K) residue. This modification is transpired 
in many protein molecules to change their structure and 
functions in both eukaryotic and prokaryotic organisms [1-3] 
and altered lysine's charge from +1 to −1 (at physiological 
pH) and produced comparatively large structural moiety (100 
Da), bigger than acetylation (42 Da) or methylation (14 Da) 
[4]. It is a central regulatory PTM in many biological pro-
cesses and plays a significant role in various cellular physi-
ologies of human as well as many other organisms [2, 4, 5]. 
Recently, several empirical methods have been built to detect 
succinylated protein including high-performance liquid 
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chromatography assays, chromatography-mass spectrometry 

and spectrophotometric assays [6, 7]. In the previous years, 
different massive proteomic technologies were widely de-
veloped to detect succinylated protein in various organisms, 
including Escherichia coli, Mycobacterium tuberculosis, 
Toxoplasma gondii, Saccharomyces cerevisiae, Homo sapi-
ens and Mus musculus, and currently in plants [1, 4, 8-14]. 
However, the experiential technologies are often time-
consuming, cost-effective and difficult to detect exact modi-
fications of protein.  

There were few computational predictors in the literature 
for predicting succinylated protein using a web server [14-
18]. Hasan et al. developed two predictors termed Suc-
cinSite2.0 [14] and SuccinSite [15] with the combination of 
RF classifier scores based on the amino acid frequency and 
properties. Huang et al developed a computational predictor, 
named CNN-SuccSite, which has been developed based on 
deep learning architectures with different encoding schemes 
[16]. Recently, Ning et al. developed HybridSucc using 
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Group-based Prediction System (GPS) via diverse encoding 
systems including k-space amino acid pair composition 
(CKSAAP), amino acid index (AAindex) physicochemical 
properties and pseudo amino acid composition (PseAAC) 
[17]. More recently, Hasan et al. also suggested a predictor 
termed GPSuc, by combining five sequence encoding 
schemes i.e. profile-based composition of k-spaced amino 
acid pairs (pCKSAAP), Amino acid composition (AAC), 
AAindex, binary amino acid codes (BE), and position-
specific scoring matrix (PSSM). They used the selected fea-
ture vectors and random forest (RF) classifier to build the 
predictor [18]. Their sensitivity was reported to be less than 
70%. So, further improvement was expected that can sup-
plement the existing Lysine succinylation site prediction 
techniques. In this study, an attempt was made to develop an 
improved prediction model by fusing few encoding schemes 
with the machine learning approaches to predict lysine suc-
cinylation sites mapping on Homo sapiens. 

We introduced the necessary materials and methods for 
the development of the proposed computational procedure in 
section 2. The summary results and their discussions were 
given in sections 3 and 4, respectively, and section 4 presents 
the conclusion of this study.  

2. MATERIALS AND METHODS 

2.1. Data Sources and Descriptions 

 In this study, we considered two protein datasets. Both 
datasets were collected from the Uni-ProtKB/Swiss-Prot and 
NCBI protein sequence databases. The dataset-1 contained 
experimentally validated 1700 lysine succinylated protein 
sequences mapping on Homo sapiens. The dataset-2 con-
tained experimentally validated 704 lysine succinylated pro-
tein sequences mapping on human pathogen Histoplasma 
capsulatum. The succinylated sites for both datasets are also 
known as positive windows and the remaining lysine resi-
dues in the protein sequence for both datasets were consid-
ered as the non-succinylated sites (negative windows) as 
suggested [15, 18, 19]. Dataset-1 was used to develop the 
prediction model and dataset-2 was used to investigate the 
performance of the prediction model as described in detail in 
the next subsection 2.2.  

2.2. Data Preparation and Overview on the Development 
of the Proposed Computational Predictor  

The prediction performance not only depends on the es-
timation of the model parameters but also depends on the 
selection of tuning parameters like CD-HIT (Cluster Data-
base at High Identity with Tolerance) threshold [20-23], 
window size of protein sequence, ratio of positive and nega-
tive windows, encoding scheme, features and classifier. The 
appropriate value of CD-HIT threshold (CHT), window size 
(WS) and ratio of positive and negative windows depends on 
the dataset [15-18, 24-26]. As for example, Hasan and Ku-
rata (2018) [18] used CHT=30%, WS=41 and ratio=1:2; 
Manavalan et al. (2018) [25] used CHT=30%, WS=41 and 
ratio=1:2; Chen et al. (2019) [26] used CHT=80%, WS=21 
and ratio=1:2; and Mosharaf et al. (2020) [24] used 
CHT=40%, WS=27 and ratio=1:1 to develop their prediction 
models. Thus, different authors used different CHTs, WSs 
and ratios of positive and negative windows to develop their 

prediction models. However, none of them discussed how 
they selected these tuning parameters. In this case, we tried 
to discuss this issue slightly. At first, we considered three 
CHTs 30%, 40% and 50% to select the more appropriate one 
of them for removing identical sequences from the protein 
dataset-1 to solve the overprediction problem. The protein 
dataset-1 was reduced to three datasets of sizes 550, 665 and 
824 based on 3 values of CHT, respectively. We observed 
that all predictors showed better performance with the pro-
tein dataset of size 550 corresponding to CHT=30%. There-
after, we considered the dataset-1 of size p11=550 corre-
sponding to CHT=30% to develop the predictor. The dataset-
1 was partitioned into a training dataset and independent test 
dataset-1, where the test dataset-1 was constructed by taking 
p12=50 proteins from the protein dataset-1 that were also 
used in the previously published prediction model as the 
independent test dataset [14, 16-18] for a fair comparison 
with our proposed model. Rest of the 500 proteins were used 
to construct the training dataset. There were 1195 positive 
and 16842 negative window sites within all 500 proteins of 
the training dataset. On the other hand, there were 54 posi-
tive and 2004 negative window sites within all 50 proteins of 
the independent test dataset-1. We also constructed inde-
pendent test dataset-2 by taking p21=202 proteins randomly 
from the protein dataset-2 for a more fair investigation on the 
performance of the prediction model. There were 463 posi-
tive and 6742 negative window sites within all 202 proteins 
of the independent test dataset-2.  

The training dataset of size p11=500 was used to train dif-
ferent candidate predictors as described below. The perfor-
mance of prediction models depends on the window size as 
mentioned previously [15-18, 24-26]. Therefore, the training 
dataset was partitioned into positive and negative window 
samples corresponding to each of the window sizes 19, 25, 
31, 37 and 41, respectively to select one of them as a more 
appropriate window size. Each site was defined as a peptide 
segment of 2w+1 length with lysine (K) in the center, where 
2w+1 is the window size. We observed that the predictor 
was optimized corresponding to the window size 2w+1=25. 
Thus, we considered positive and negative window samples 
corresponding to the window size 25 to develop a better pre-
dictor. Obviously, positive window samples (n1=1195) and 
negative window samples (n2=16842) in the training dataset 
were unbalanced. To construct a comparatively balanced 
dataset, the training datasets were constructed at three ratios 
1:1, 1:2, and 1:3 of positive and negative window samples, 
respectively by randomly taking the negative windows out of 
n2=16842 for each ratio case. The training dataset of ratio 1:1 
was constructed by taking all 1195 positive windows with 
the randomly selected 1195 negative windows out of 16842. 
The training dataset of ratio 1:2 was constructed by taking all 
1195 positive windows with the randomly selected 
1195x2=2390 negative windows out of 16842. Similarly, the 
training dataset of ratio 1:3 was constructed by taking all 
1195 positive windows with the randomly selected 
1195x3=3585 negative windows out of 16842. We devel-
oped the prediction model with each training dataset and 
investigated their performance by using 20-fold cross-
validation (CV) and two independent test datasets as intro-
duced previously. We observed that the predictor was opti-
mized corresponding to the 1:2 ratio of positive and negative 
window samples.  
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Fig. (1). Overview on the development of the proposed predictor. 

 
To convert the protein window sequence data to numeric 

data, we considered three popular encoding schemes i.e. 
CKSAAP, binary and AAC (see section 2.4). To remove the 
unimportant encoded features from the dataset for reducing 
the computational load of the predictor, we considered a 
non-parametric feature selection approach known as Krus-
kal-Wallis (KW) [22] to select a better one of them. We 
trained 3 different classifiers ADA [23], SVM [27] and RF 
[28] (see section 2.6) separately based on the selected fea-
tures of each encoding system. Then we improved the pre-
diction model by fusing three encoding schemes (see section 
2.7). We observed that the proposed RF-based fusion model 
is optimized corresponding to the 1:2 ratio of positive and 
negative window samples. Thus, we built an improved com-
putational prediction model as displayed in Fig. (1) (see the 
results section for further more discussion).  

2.3. Two Sample Logo (TSL) Analyses 

The TSL analysis of protein sequences is used to visual-
ize significant differences between the amino acid samples 
of positive and negative window groups. It determines the 
statistically significant residues (amino acids) around the 
protein PTM site for finding the differences between the two 
window groups. Statistical evidence is computed for each 
amino acid at every position between two window groups 
under the null hypothesis (Ho) that the residue samples fol-
low the same distribution in both positive and negative win-
dow groups.  

Let A and B be two groups of protein sequences based on 

the positive and negative windows. Let |A| and |B| be the 

number of sequences in these groups. Let N denote the 

length of each window in both groups. Let Ai be the ith se-

quence in group A and let Ai,j be the jth position in Ai. 

Let 𝑋𝐴
𝑗,𝑟

= 1, if 𝐴𝑖,𝑗 = 𝑟, otherwise 𝑋𝐴
𝑗,𝑟

= 0, where r is the 

symbol of a residue. The vector 𝑋𝐵
𝑗,𝑝

is formed conversely. 

Then we calculated the p-value of H0 that both vectors 𝑋𝐴
𝑗,𝑝

 

and 𝑋𝐵
𝑗,𝑝

 follow the same distribution.  

To test H0, one of the two types of statistical tests (i) two-
sample t-test and (ii) binomial test, is used usually. It should 
be noted here that the t-test is less accurate but significantly 
faster, while the binomial test is more accurate, but signifi-
cantly slower [29]. The TSL exhibits two kinds of graphical 
image: (i) significant amino acid symbols are plotted using 
the size of the symbol that is proportional to the difference 
between the two amino acid samples; (ii) significant amino 
acids are plotted based on the same size for each amino acid 
symbol. Amino acids are divided into two groups: (i) en-
riched in the positive window samples, and (ii) depleted in 
the positive window samples.  

2.4. Data Encoding Scheme 

To construct a robust prediction model, a numeric feature 
vector is essential to train the classifiers. There are several 
encoding approaches in the compositions to covert the se-
quence data into numeric data. Here, we considered three 
encoding approaches as discussed below:  

2.4.1. CKSAAP Encoding 

In various PTMs site prediction, there is a powerful fea-
ture encoding scheme named the composition of k-spaced 
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Fig. (2). A schematic diagram of CKSAAP encoding. (A higher resolution/colour version of this figure is available in the electronic copy of 

the article). 

 
amino acid pairs (CKSAAP) [19]. It has been predominantly 
used in the numerous bioinformatics work [30-34]. In this 
paper, a sequence fragment of 25 amino acids is detected 
from the Succinylation or non- Succinylation site. For every 
single k (k denotes the gap between two amino acids), it may 
create (21× 21) = 441 (21 means 21 kinds of amino acids 
with the gap (O)) types of amino acid pairs (i.e. AA, AC, 
AD, . . . , OO), if window size of a fragment is 2r + 1. For 
each sequence, there is 21× (kmax + 1) × 21 = 2646 distinct 
amino acid combination developed for the highest k taking k 
max =5. Then, the feature vectors are calculated using the 
following equation: 

(
𝑁𝐴𝐴

𝑁𝑡𝑜𝑡𝑎𝑙
, 

𝑁𝐴𝐶

𝑁𝑡𝑜𝑡𝑎𝑙
, 

𝑁𝐴𝐷

𝑁𝑡𝑜𝑡𝑎𝑙
, … , 

𝑁𝑂𝑂

𝑁𝑡𝑜𝑡𝑎𝑙
)441,  (1) 

where, Ntotal denotes the total composition residues 
length. 𝑁𝐴𝐴,𝑁𝐴𝐶,..., 𝑁𝑂𝑂 are fragments’ frequency of the 
amino acid pair. More details are available somewhere [14, 
34]. A schematic diagram of CKSAAP encoding was depict-
ed in Fig. (2). 

2.4.2. Binary Encoding 

In the binary encoding scheme, the number of residues 
may be less than 25 for the sites placed in k-terminal. In this 
binary encoding approach, 21 amino acids (including gap 
(O)) are reshaped to numeric vectors. Thus, 21 different 
amino acids (such as, ACDEFGHIKLMNPQRSTVWYO) 
are organized in this encoding scheme. Each amino acid is 
displayed in the query proteins by a 21-dimensional binary 
vector, e.g. A: 100000000000000000000, C: 010000000000 
000000 000, …, O: 000000000000000000001, etc. In each 
window of succinylation site, the central location is always 
K, which is unnecessary to be taken into account. The whole 
dimension of this encoding scheme is (21X(25-1)) = 504 

when we select a window of size 25. Details are described in 
previous studies [15, 16]. 

2.4.3. AAC Encoding 

Amino acid composition (AAC) is a typical attribute 
used to examine substrate site motifs. AAC determines the 
probability of amino acids occurring in the flanking region of 
PTM sites [35, 36]. It can create protein arrangements data 
by recreating amino acid event frequencies. In this research, 
AAC was determined dependent on amino acid event fre-
quencies in the arrangement sections encompassing the suc-
cinylation and non-succinylation sites (the site itself is not 
tallied). For every grouping section, 20 frequencies were 
determined for 20 types of amino acids. Given a divided 
arrangement x with a 25-mer string length, nx(m) is the quan-
tity of a particular amino acid, m, occurring in the section, 
where m indicates the 20 amino acids. Thus, the probability 
Px(m) of particular amino acid m is [37] 

Px(m) = 
𝑛𝑥(m) 

∑ 𝑛𝑥(𝑚)20
𝑚=1

 ; k=1,…, 20 

Then, the creation of the 20 amino acids can be changed 
to a 20-dimensional numeric vector Vx for the divided se-
quence x: 

Vx = [Px(1), Px(2), …, Px(20)] 

2.5. Feature Selection from the Encoded Data 

A high dimensional feature vector is created by encoding 
each of the succinylated and non-succinylated fragments as 
discussed in section 2.4. However, some features are not so 
important to develop the prediction model. These unim-
portant features are removed from the dataset to reduce the 
computation burden from the prediction model. An encoded 
feature is said to be unimportant if its mean difference be-
tween succinylated and non-succinylated groups is statisti-

https://www.bing.com/search?q=define+predominantly
https://www.bing.com/search?q=define+reshape
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cally insignificant. In this study, we considered the top 1500 
and 400 most important features based on CKSAAP and 
binary encoding schemes respectively to develop the predic-
tion model. To remove the unimportant features from the 
prediction model, we considered the non-parametric Krus-
kal-Wallis (KS) test procedure [22], since the distribution of 
feature components is unknown. 

2.6. Learning Classifiers 

To build a better predictor for protein Succinylation site 
prediction, we considered 3 popular classifiers namely, Ran-
dom Forest (RF), AdaBoost (ADA), & Support Vector Ma-
chine (SVM), for a comparison based on the encoded protein 
sequences. Let us consider a dataset consisting of n training 
data (𝒙1,𝑦1), (𝒙2,𝑦2)... (𝒙𝑛,𝑦𝑛), where 𝒙𝑖 is an input vector in 
space X𝑅𝑚 and 𝑦𝑖 is the response variable that takes value 
+1 (succinylated site) and -1 (non-succinylated site). The 
objective is to classify a new window sample x into one of 
two classes (+1, -1). For convenience of the readers, let us 
introduce together those classifiers as follows: 

2.6.1. Random Forest (RF) 

The random forest (RF) classifier is a statistical learning 

algorithm. It is widelyhttps://www.thesaurus.com/browse/ 

magnificently used in protein bioinformatics [19, 24, 28, 30-

32, 36-43]. Generally, it has two stages: one is random forest 

creation, and the other is to make a prediction from the ran-

dom forest classifier created in the first stage. For the conven-

ience of presentation, let (X, Y) ={(𝒙1,𝑦1), (𝒙2,𝑦2)... 

(𝒙𝑛,𝑦𝑛)}. Then B (b = 1, … , B ) times selects a random 

sample (𝑋𝑏, 𝑌𝑏) with replacement from the given dataset 

(X,Y) and trains a regression tree 𝑓𝑏on (𝑋𝑏, 𝑌𝑏) to fit trees to 

these samples. After training, predictions for new sam-

ples x’ can be written as,  

𝑓 =  
1

𝐵
∑ 𝑓𝑏(𝒙′)𝐵

𝑏=1   (2) 

In this study, we have applied the RF classifier through 
the ‘randomForest’ R package [44].  

2.6.2. AdaBoost 

AdaBoost is an adaptive boosting machine learning meta-
algorithm [23]. It is adaptive in the sense that subsequent 
weak learners are tweaked in favor of those instances mis-
classified by previous classifiers. Its technical description is 
as follows: 

Feature vector: x = ( x1, x2,…,xp )  

Training dataset: { ( xi,yi ); i=1,2,…,n } 

Suppose there are T weak classifiers defined by 
𝑓𝑡(𝒙); 𝑡 = 1, 2, 3, … , 𝑇) satisfying, 

 𝑦𝑡 = sign(𝑓𝑡(𝒙)) = ±1;  𝑡 = 1, 2, 3, … , 𝑇) 

Then the AdaBoost classifier is defined by:  

𝐹𝑇(𝒙) = ∑ 𝛼𝑡𝑓𝑡(𝒙)

𝑇

𝑡=1

, 

where 𝛼𝑡 =
1

2
log

1−𝜀𝑡(𝑓𝑡)

𝜀𝑡(𝑓𝑡)
 , 𝜀𝑡(𝑓𝑡) = min

𝑓𝜖𝐹
𝜀𝑡(𝑓𝑡) ,  𝑓𝑡 =

argmin
𝑓𝜖𝐹

𝜀𝑡(𝑓), 𝜀𝑡(𝑓) = ∑ 𝐼(𝑦𝑖 ≠ 𝑓𝑡(𝑥𝑖))𝑤𝑡(𝑖)/𝑛
𝑖=1

∑ 𝑤𝑡(𝑗)𝑛
𝑗=1 , 𝑤𝑡+1(𝑖) = 𝑤𝑡(𝑖)exp {−𝛼𝑡𝑓𝑡(𝒙𝒊)𝑦𝑖} 

Then the classification rule is defined as: 𝑓𝑇(𝒙) =
sign(𝐹𝑇(𝒙)) = ±1, 

In this paper, R package ‘ada’ was used to execute the 

AdaBoost algorithm [45].  

2.6.3. Support Vector Machine (SVM) 

The main objective of SVM is to find a hyperplane in an 
m-dimensional space that clearly classifies the data points 
[17, 19, 27, 46, 47]. Let us consider the data points consist of 
n training data (𝒙1,𝑦1), (𝒙2,𝑦2)... (𝒙𝑛,𝑦𝑛), where 𝒙𝑖 is an in-
put vector in space X𝑅𝑚 and 𝑦𝑖 is the output variable that 
takes value 1 (succinylated site) and -1 (non-succinylated 
site). The SVM approach constructs a hyperplane in high 
dimensional space, which can be used in both classification 
and regression. The hyperplane can be written as follows:  

 𝑊𝑇𝑋 + 𝑏 = 0  (4)  

Where b is scalar and W is an m-dimensional normalized 
vector and perpendicular to the separating hyperplane. If the 
data are linearly separable, the two classes are as fol-
lows: 𝑊𝑇𝑋 + 𝑏 > 0 𝑖𝑓 𝑦𝑖 = 1 and 𝑊𝑇𝑋 + 𝑏 < 0 𝑖𝑓 𝑦𝑖 =
−1. If the data is not linearly separable, then SVM uses ker-
nel functions to transform the original data space with high 
dimension space that can easily separate the classes as suc-
cinylated site and non-succinylated site. In such a case, the 
hyperplane can be written as:  

 𝑓(𝒙) =  ∑ 𝛼𝑖𝑦𝑖 𝐾 (𝒙𝑖 , 𝒙) + 𝑏𝑚
𝑖=1   (5)  

where, 𝛼𝑛 is Lagrange multiplier, 𝑦𝑖 is the class label that 
belongs to (-1, 1), and 𝐾(𝒙𝑖 , 𝒙) is the Kernel function be-
tween 𝒙𝑖 and 𝑥. In this study, we have adopted kernel as a 
radial basis function (RBF). In this paper, R package ‘e1071’ 
was used to execute the SVM algorithm [48].  

2.7. Fusion Model (Proposed)  

Several authors used fusion technique to improve the per-
formance of their prediction models [33, 40, 41].  

In this article, we also attempted to improve the perfor-

mance of our prediction model by fusing 3 encoding 

schemes Binary, CKSAAP and AAC with RF classifier as 

follows:  

RF(CKSAAP, Binary, AAC) = w1×RF(CKSAAP) + 

w2×RF(Binary) + w3×RF(AAC),……. ..  (6) 

where RF(Binary), RF(CKSAAP) and RF(AAC) repre-
sent the RF classification scores estimated with binary, 
CKSAAP and AAC encoding schemes, respectively. The 
values of w1, w2 and w3 were selected based on the ratio of 
individual prediction performance of RF(Binary), 
RF(CKSAAP) and RF(AAC) satisfying w1 + w2 + w3= 1. 
Similarly, we improved the prediction performance of ADA 
and SVM classifiers by fusing binary, CKSAAP and AAC 
encoding schemes to compare with the proposed RF-based 
prediction model.  

2.8. Performance Evaluation Measures 

In order to compare the performance of different candi-
date prediction models, we considered some popular widely 
used measurements including true positive rate (TPR), which 
is also known as sensitivity (SN), true negative rate (TNR), 

https://www.thesaurus.com/browse/accessibility
https://www.thesaurus.com/browse/get%20together
https://en.wikipedia.org/wiki/Boosting_(meta-algorithm)
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Meta-algorithm
https://en.wikipedia.org/wiki/Meta-algorithm
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which is also known as specificity (SP), false-positive rate 
(FPR), false-negative rate (FNR), accuracy (ACC), misclas-
sification rate (MCR) and Mathew correlation coefficient 
(MCC), receiving operating characteristics (ROC) curve, 
area under the ROC curve (AUC) and partial AUC (pAUC). 
These measurements are defined as follows: 

TPR =
𝑛(𝑇𝑃)

𝑛(𝑇𝑃)+𝑛(𝐹𝑁)
;  0 ≤ 𝑇𝑃𝑅 ≤ 1  (7) 

FPR =
𝑛(𝐹𝑃)

𝑛(𝑇𝑁)+𝑛(𝐹𝑃)
;  0 ≤ 𝐹𝑃𝑅 ≤ 1  (8) 

TNR =  
𝑛(𝑇𝑁)

𝑛(𝑇𝑁)+𝑛(𝐹𝑃)
;  0 ≤ 𝑇𝑁𝑅 ≤ 1  (9) 

FNR =
𝑛(𝐹𝑁)

𝑛(𝑇𝑃)+𝑛(𝐹𝑁)
;  0 ≤ 𝐹𝑁𝑅 ≤ 1  (10) 

𝐴𝐶𝐶 =
𝑛(𝑇𝑃)+𝑛(𝑇𝑁)

𝑛(𝑇𝑃)+𝑛(𝐹𝑃)+𝑛(𝑇𝑁)+𝑛(𝐹𝑁)
;  0 ≤ 𝐴𝐶𝐶 ≤ 1  (11) 

𝑀𝐶𝑅 =
𝑛(𝐹𝑃)+𝑛(𝐹𝑁)

𝑛(𝑇𝑃)+𝑛(𝐹𝑃)+𝑛(𝑇𝑁)+𝑛(𝐹𝑁) ;  0 ≤ 𝑀𝐶𝑅 ≤ 1  (12) 

𝑀𝐶𝐶 =
(𝑛(𝑇𝑃)×𝑛(𝑇𝑁))−(𝑛(𝐹𝑃)×𝑛(𝐹𝑁))

√(𝑛(𝑇𝑃)+𝑛(𝐹𝑁))×(𝑛(𝑇𝑁)+𝑛(𝐹𝑃))×(𝑛(𝑇𝑃)+𝑛(𝐹𝑃))×(𝑛(𝑇𝑁)+𝑛(𝐹𝑁))
; −1 ≤

𝑀𝐶𝐶 ≤ 1  (13) 

where, n(TN): number of true negative, n(TP): number of 

true positive, n(FN): number of false negative, n(FP): num-

ber of false positive. The ROC curve is created by plotting 

TPR against FPR. Obviously TPR+FNR=1, TNR+FPR=1, 

(FPR, FNR)(0,0) implies MCR0 and (TPR, TNR, ACC, 

MCC, AUC)(1,1,1,1,1), conversely (FPR, FNR)(1,1) 

implies MCR1 and (TPR, TNR, ACC, MCC, 

AUC)(0,0,0,0,0,-1). Therefore, the larger scores of TPR, 

TNR, ACC, MCC, AUC and conversely the smaller scores 

of FPR, FNR and MCR indicate better prediction perfor-

mance. The more detailed descriptions about these evalua-

tion measures were given in Supplementary file (S1). 

2.8.1. K-fold Cross-Validation (CV) 

In order to perform K-fold CV, the training dataset ‘D’ 
was randomly partitioned into k =20 mutually exclusives 
subsets (D1, D2,…,DK) of almost equal sizes. Among K=20 
subsets, the (K– 1)=19 subsets were used as training data to 
train the prediction model, and the remaining one subset was 
used as the test subset to evaluate the performance of the 
prediction models. This procedure was then repeated K=20 
times by replacing one subset from the training dataset with 
the test subset such that each subset is used only one time as 
the test dataset. Then, the average value of K =20 scores was 
used as a single score for each of the performance measures 
(TPR/SN, TNR/SP, FPR, FNR, MCR, ACC, MCC & AUC).  

3. RESULTS  

As mentioned previously in section 2.2, the prediction 
performance is not only influenced by the estimation of the 
model parameters but also depends on the selection of tuning 
parameters like CD-HIT threshold (CHT), window size 
(WS) and ratio of positive and negative windows. To select 

comparatively better combination of CHT, WS and ratio; we 
considered three CHTs (30%, 40%, 50%), five WSs (19, 25, 
31, 37, 41) and three ratios (1:1, 1:2, 1:3). We developed 
seven-candidate prediction models based on three encoding 
schemes (Binary, CKSSAP and AAC) with each of three 
classifiers (ADA, SVM and RF) for each of the 45 combina-
tions of CHT, WS and ratio. By the trial and performance 
checking strategy, we observed that the combination of 
CHT=30%, WS=25 and ratio=1:2 with each prediction mod-
el optimizes their performance scores (TPR/SN, TNR/SP, 
FPR, FNR, MCR, ACC, MCC & AUC) out of different 45 
(=3×5×3) combinations. That is, the prediction performance 
scores (SN, SP, ACC, MCC & AUC) were maximized and 
conversely, the alternative performance scores (FPR, FNR & 
MCR) were minimized at CHT=30%, WS=25 and ratio=1:2. 
Thereafter, we only discussed the performance scores of 
7×3=21 different prediction models based on three classifiers 
(ADA, SVM and RF) corresponding to the combination of 
tuning parameters at CHT=30%, WS=25 and ratio=1:2 to 
select the better prediction model. To examine the adequacy 
of the training dataset for the window size 25, two sample 
logo (TSL) analyses were performed in section 3.1. To select 
the better prediction model in a comparison of the others, 
first, we assessed the training performance scores in section 
3.2. Then we investigated the prediction performance by 
using 20-fold CV and discussed the results in section 3.3. 
The performance scores based on two independent test da-
tasets were discussed in section 3.4. Then we compared the 
performance of the proposed prediction model with four ex-
isting models [14, 16-18] in section 4.  

3.1. The TSL Analysis  

We performed two-sample logo (TSL) analyses to inves-
tigate the adequacy of the dataset. By TSL software, the 
neighboring succinylation and non-Succinylation sites are 
shown for the training dataset in Fig. (3) [49]. The positive 
or negative samples represented residues at each location 
above and under the X-axis plotted respectively, in propor-
tion to the percentage of over represented (if positive) or 
underrepresented samples (if negative) shown by the height 
of the letter denoting the resultant residue. Y-axis indicates 
the cumulative percentage of these positive / negative resi-
dues. TSL logos represent the amino acid occurrences be-
tween positive and negative samples of succinylation pro-
tein. Only residues that were significantly enriched or de-
pleted (t-test, P<0.05) flanking the centered succinylation 
sites are shown in Fig. (3). Significant differences were ob-
served between positive and negative samples. We found 
that at specific points, some amino acids are over / under 
represented, which shows that the positional amino acid en-
coding is essential to identify the succinylation sites.  

The binary encoding is encoded position-wise. Thus, the 
efficiency of binary encoding (Table 1) is sufficient to exact-
ly identify the succinylation sites. In the following calcula-
tion and operation, we selected 25-mer (-12, +12) window 
size and Fig. (3) shows the position-specific difference of 
amino acid compositions between succinylation sites and 
non-succinylation sites. We also provided the two sample 
logos for other window sizes (19, 31, 37 & 41) in the Sup-
plementary file (Figs. S1-S4) for a visual representation of 
patterns of amino acid conserved-ness around the lysine suc-
cinylation sites. 
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Fig. (3). The occurrences of amino acid propensities of surrounding positive windows (succinylation site) and negative windows (non-

succinylation sites) of size 25 are presented by the Two-Sample Logos software (Vacie et al., 2006) [29]. (A higher resolution/colour version 

of this figure is available in the electronic copy of the article). 

 
3.2. Assessment of Prediction Performance with the 
Training Dataset 

To investigate the prediction performance of the pro-
posed model in comparison of the other candidate models, 
all prediction models were trained by the training dataset 
corresponding to the ratio 1:2 of 1195 positive and 2390 
negative windows as discussed in section 2.2. Then we com-
puted prediction performance scores SN, SP, ACC, MCC 
and AUC as well as the alternative prediction performance 
scores FPR, FNR and MCR to investigate the training per-
formance of the proposed fusion prediction model 
RF(Binary, CKSAAP, AAC) in a comparison of the other 26 
candidate models ADA(Binary), ADA(CKSAAP), 
ADA(AAC), ADA(CKSAAP, Binary), ADA(CKSAAP, 
AAC), ADA(Binary, AAC), ADA(CKSAAP, Binary, AAC), 
SVM (Binary), SVM(CKSAAP), SVM(AAC), SVM 
(CKSAAP, Binary), SVM(CKSAAP, AAC), SVM(Binary, 
AAC), SVM(CKSAAP, Binary, AAC), RF(Binary), 
RF(CKSAAP), RF(AAC), RF(CKSAAP, Binary), 
RF(CKSAAP, AAC) and RF(Binary, AAC). Table 1 shows 
the summary of different training performance scores (SN, 
SP, FNR, ACC, MCR, MCC, ROC, AUC and pAUC) with 
all prediction models. At first, we observed that binary en-
coding produced slightly better results with all three classifi-
ers (ADA, SVM and RF) than the CKSAAP and AAC en-
codings. Then we observed that the fusion model 
RF(CKSAAP, Binary, AAC) produced the highest prediction 
performance scores of TPR (0.869), TNR (0.902), ACC 
(0.937), MCC (0.781), pAUC (0.198) at FPR=0.10 and AUC 
(0.959), and the smallest alternative prediction performance 
score of FNR (0.131) and MCR (0.100) at FPR=0.10 against 
any of the other prediction models. Similar performance 
trend was also observed at FPR=0.20 (See Table S1 in the 
Supplementary file). Thus, the proposed RF-based fusion 
model shows better prediction performance than the other 
candidate prediction models with the training dataset. 

3.3. Assessment of Prediction Performance based on 20-
fold Cross-validation (CV) 

To investigate the test performance of the proposed RF-
based fusion prediction model in a comparison of the other 

candidate prediction models by 20-fold CV, the training da-
taset corresponding to 1:2 ratio of 1195 positive and 2390 
negative window samples was partitioned into 20 mutually 
exclusive subgroups (G1, G2, G3,…, G20) of almost equal 
sizes such that each subgroup contains 1:2 ratio of positive 
and negative samples. Obviously, each subgroup consisted of 
around 59 (5% of 1195) positive window samples and 
around 118 (95% of 2390) negative window samples. The 
20-fold CV was completed within 20 steps. At step 1, nine-
teen (19) groups (G2, G3, G4,…, G20), those contained 
around 95% window samples satisfying 1:2 ratio of positive 
and negative window samples, were used to train all predic-
tion models ADA(Binary), ADA(CKSAAP), ADA(AAC), 
ADA(CKSAAP, Binary), ADA(CKSAAP, AAC), 
ADA(Binary, AAC), ADA(CKSAAP, Binary, AAC), 
SVM(Binary), SVM(CKSAAP), SVM(AAC), 
SVM(CKSAAP, Binary), SVM(CKSAAP, AAC), 
SVM(Binary, AAC), SVM(CKSAAP, Binary, AAC), 
RF(Binary), RF(CKSAAP), RF(AAC), RF(CKSAAP, Bina-
ry), RF(CKSAAP, AAC), RF(Binary, AAC), and proposed 
RF(CKSAAP, Binary, AAC). The other group G1 was used 
to evaluate the trained models by using different perfor-
mance measures (SN, SP, FNR, ACC, MCR, MCC, ROC, 
AUC and pAUC). At step 2, nineteen (19) groups (G1, G3, 
G4,…, G20), those also contained around 95% window sam-
ples were used to train all the prediction models as before. 
The other group G2 was used to evaluate the trained models 
by using different performance measures (SN, SP, FNR, 
ACC, MCR, MCC, ROC, AUC and pAUC) as before. In this 
step, G1-G2 subgroups interchanged their positions between 
the training and test sets only. Similarly, at other eighteen 
(18) steps/loops, subgroup pairs G2-G3, G3-G4, G4-G5, …, 
G19-G20 interchanged their positions between the training 
and test sets, respectively. Then we calculated the average 
performance scores of SN, SP, FNR, ACC, MCR, MCC, 
ROC, AUC and pAUC. Table 2 shows the summary of aver-
age performance scores of different candidate predictors 
based on 20-fold CV with a 1:2 ratio of positive and negative 
window samples in the training dataset with a cutoff point at 
FPR=0.10. We also calculated the standard error (SE) for 
each performance measure to observe the stability of the 
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Table 1.  Summary performance at FPR=0.10 for different candidate predictors based on the training dataset corresponding to 1:2 

ratio of positive and negative windows. 

Predictors 

Classifier(Encodings) 

TPR 

(SN) 

TNR 

(SP) 
FNR ACC MCC MCR AUC pAUC  

ADA(Binary) 0.752 0.901 0.248 0.867 0.652 0.187 0.881 0.131 

ADA(CKSAAP) 0.747 0.900 0.253 0.853 0.637 0.221 0.865 0.110 

ADA(AAC) 0.750 0.902 0.250 0.862 0.643 0.198 0.876 0.115 

ADA(CKSAAP, Binary) 0.763 0.901 0.237 0.871 0.687 0.178 0.902 0.142 

ADA(CKSAAP, AAC) 0.757 0.901 0.243 0.868 0.656 0.189 0.887 0.133 

ADA(Binary, AAC) 0.761 0.900 0.239 0.869 0.658 0.186 0.899 0.139 

ADA(CKSAAP,Binary,AAC) 0.769 0.901 0.231 0.873 0.690 0.171 0.908 0.144 

SVM(Binary) 0.643 0.902 0.357 0.756 0.543 0.266 0.822 0.069 

SVM(CKSAAP) 0.632 0.903 0.368 0.734 0.532 0.286 0.812 0.073 

SVM(AAC) 0.638 0.901 0.362 0.737 0.541 0.268 0.820 0.079 

SVM(CKSAAP, Binary) 0.665 0.901 0.335 0.777 0.573 0.250 0.841 0.069 

SVM(CKSAAP, AAC) 0.668 0.902 0.332 0.779 0.575 0.243 0.848 0.071 

SVM(Binary, AAC) 0.675 0.901 0.325 0.781 0.578 0.241 0.850 0.072 

SVM(CKSAAP,Binary,AAC) 0.678 0.902 0.322 0.788 0.581 0.234 0.852 0.076 

RF(Binary) 0.833 0.902 0.167 0.912 0.858 0.121 0.940 0.195 

RF(CKSAAP) 0.801 0.903 0.199 0.903 0.703 0.134 0.904 0.181 

RF(AAC) 0.761 0.902 0.239 0.905 0.627 0.159 0.913 0.129 

RF(CKSAAP, Binary) 0.854 0.900 0.146 0.930 0.776 0.118 0.940 0.156 

RF(CKSAAP, AAC) 0.857 0.901 0.143 0.932 0.778 0.113 0.942 0.157 

RF(Binary, AAC) 0.859 0.901 0.141 0.934 0.779 0.110 0.947 0.161 

RF(CKSAAP,Binary,AAC) 0.869 0.902 0.131 0.937 0.781 0.100 0.965 0.198 

 

estimates. The values within the first bracket in Table S2.1 
indicate the SE. A prediction model with the smallest SE of 
performance scores is known as a more stable predictor. We 
observed that binary encoding produces slightly better results 
with all three classifiers (ADA, SVM and RF) than the AAC 
and CKSAAP encoding as before. Then we observed that the 
fusion model RF(CKSAAP, Binary, AAC) produces the 
highest average prediction performance scores of TPR 
(0.800), TNR (0.902), ACC (0.919), MCC (0.766), AUC 
(0.958) and pAUC (0.163) at FPR=0.10, and the smallest 
average of alternative prediction performance scores of MCR 
(0.141) in a comparison of the other prediction models. Simi-
lar performance trend was also observed at FPR=0.20 (See 
Table S2.2 in the supplementary file). The ROC curves given 
in the Supplementary Figs. (S5-S7) also supported these re-
sults. The SE values for each performance are measured cor-
responding to the RF(CKSAAP, Binary, AAC) prediction 
model as much smaller compared to any of the other twenty 
(20) prediction models. So RF (CKSAAP, Binary, AAC) 
prediction model would be more efficient than the other pre-
diction model. Thus, the RF-based fusion model shows bet-

ter prediction performance compared to other candidate pre-
diction models by cross-validation.  

3.4. Assessment of Prediction Performance with the  
Independent Test Datasets 

The prediction performance of the proposed model was 
compared with the other candidate prediction models by us-
ing two independent test datasets as discussed below:  

3.4.1. Performance with the Independent Test Dataset-1 

All candidate prediction models including the proposed 
RF(CKSAAP, Binary, AAC) were trained by the training 
dataset corresponding to a 1:2 ratio of 1195 positive and 
2390 negative windows as discussed previously in section 
3.2. We considered independent test dataset-1 that was intro-
duced in section 2.2 to demonstrate the performance of the 
proposed RF(CKSAAP, Binary, AAC) prediction model in a 
comparison of the other candidate twenty (20) prediction 
models ((ADA(Binary), ADA(CKSAAP), ADA(AAC), 
ADA(CKSAAP, Binary), ADA(CKSAAP, AAC), 
ADA(Binary, AAC), ADA(CKSAAP, Binary, AAC), SVM 
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Table 2.  Summary of average performance at FPR=0.10 for different candidate predictors based on 20-fold CV with 1:2 ratio of 

positive and negative window samples in the training dataset. 

Predictors 

Classifier(Encodings) 
TPR TNR FNR ACC MCC MCR AUC pAUC 

ADA(Binary) 0.378 0.902 0.621 0.593 0.205 0.407 0.734 0.048 

ADA(CKSAAP) 0.364 0.903 0.635 0.589 0.199 0.410 0.726 0.050 

ADA(AAC) 0.344 0.901 0.655 0.607 0.251 0.392 0.702 0.030 

ADA(CKSAAP, Binary) 0.557 0.899 0.443 0.683 0.376 0.318 0.783 0.069 

ADA(CKSAAP, AAC) 0.478 0.901 0.521 0.670 0.368 0.329 0.774 0.059 

ADA(Binary, AAC) 0.559 0.902 0.441 0.685 0.377 0.386 0.788 0.078 

ADA(CKSAAP,Binary,AAC) 0.612 0.901 0.487 0.721 0.456 0.302 0.826 0.110 

SVM(Binary) 0.456 0.900 0.515 0.650 0.317 0.350 0.745 0.058 

SVM(CKSAAP) 0.343 0.901 0.657 0.578 0.178 0.421 0.719 0.044 

SVM(AAC) 0.281 0.901 0.716 0.574 0.182 0.425 0.708 0.034 

SVM(CKSAAP, Binary) 0.557 0.903 0.442 0.685 0.384 0.314 0.779 0.068 

SVM(CKSAAP, AAC) 0.543 0.902 0.456 0.667 0.376 0.356 0.766 0.054 

SVM(Binary, AAC) 0.567 0.901 0.432 0.684 0.382 0.324 0.771 0.069 

SVM(CKSAAP,Binary,AAC) 0.598 0.902 0.401 0.700 0.422 0.312 0.814 0.100 

RF(Binary) 0.725 0.902 0.275 0.871 0.688 0.175 0.895 0.132 

RF(CKSAAP) 0.691 0.901 0.308 0.786 0.584 0.183 0.869 0.123 

RF(AAC) 0.681 0.899 0.319 0.859 0.672 0.192 0.877 0.124 

RF(CKSAAP, Binary) 0.789 0.902 0.211 0.917 0.761 0.153 0.948 0.153 

RF(CKSAAP, AAC) 0.711 0.899 0.249 0.869 0.682 0.172 0.891 0.134 

RF(Binary, AAC) 0.725 0.902 0.275 0.871 0.688 0.175 0.895 0.132 

RF(CKSAAP,Binary,AAC) 0.800 0.902 0.200 0.919 0.766 0.141 0.958 0.163 

 
(Binary), SVM(CKSAAP), SVM(AAC), SVM(CKSAAP, 
Binary), SVM(CKSAAP, AAC), SVM(Binary, AAC), 
SVM(CKSAAP, Binary, AAC), RF(Binary), RF(CKSAAP), 
RF(AAC), RF(CKSAAP, Binary), RF(CKSAAP, AAC), 
RF(Binary, AAC)) along with two existing predictors [14, 
18].  

The independent test dataset-1 was consisted based on 50 
proteins with 54 positive windows and 2004 negative win-
dows as mentioned in section 2.2. It was used to evaluate the 
trained models by using different performance measures 
(SN, SP, FNR, ACC, MCR, MCC, ROC, AUC and pAUC) 
as before. Table 3 shows different performance scores (SN, 
SP, FNR, ACC, MCR, MCC, ROC, AUC and pAUC) of 
different candidate prediction models with the independent 
test dataset-1. It is clearly observed that the proposed 
RF(CKSAAP, Binary, AAC) prediction model gives the 
highest correct prediction performance scores of TPR 
(0.798), TNR (0.902), ACC (0.891), MCC (0.629), AUC 
(0.921) and pAUC (0.139) at FPR=0.10 and the smallest 
incorrect prediction performance scores of FNR (0.201) and 
MCR (0.145) against the other prediction models. Fig. (4) 

also supports the results of Table 3. A similar performance 
trend was also observed at FPR=0.20 (Table S3 in the Sup-
plementary file). Thus, the proposed RF(CKSAAP, Binary, 
AAC) prediction model shows better performance than the 
other candidate prediction models with the independent test 
dataset-1 also. A comparative discussion between the pro-
posed prediction model and two existing models has been 
given in section 4.  

3.4.2. Performance with the Independent Test Dataset-2 

To investigate the performance of the proposed 
RF(CKSAAP, Binary, AAC) prediction model in a compari-
son of the others more fairly, we considered the independent 
test dataset-2 that was introduced in section 2.2. For the con-
venience of presentation, again it should be mentioned here 
that the training dataset and the independent test dataset-1 
were generated from the same data source, while the inde-
pendent test dataset-2 was collected from the other inde-
pendent data source. This independent test dataset-2 was 
based on 202 lysine succinylated proteins, which contained 
463 positive and 6742 negative window sites.  
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Table 3.  Summary performance at FPR=0.10 for different candidate predictors based on independent test dataset-1. 

Predictors 

 Classifier( Encodings) 

TPR 

(SN) 

TNR 

(SP) 
FNR ACC MCC MCR AUC pAUC  

ADA(Binary) 0.645 0.901 0.345 0.772 0.563 0.227 0.841 0.101 

ADA(CKSAAP) 0.637 0.902 0.363 0.769 0.558 0.231 0.812 0.100 

ADA(AAC) 0.698 0.902 0.301 0.761 0.526 0.238 0.820 0.102 

ADA(CKSAAP,Binary) 0.703 0.902 0.297 0.811 0.666 0.208 0.866 0.122 

ADA(CKSSAP,AAC) 0.701 0.901 0.298 0.812 0.667 0.209 0.856 0.121 

ADA(Binary,AAC) 0.732 0.902 0.267 0.791 0.587 0.208 0.881 0.123 

ADA(CKSSAP,Binary,AAC) 0.739 0.901 0.260 0.799 0.602 0.200 0.889 0.138 

SVM(Binary) 0.393 0.901 0.607 0.646 0.339 0.353 0.752 0.069 

SVM(CKSAAP) 0.388 0.901 0.611 0.644 0.335 0.355 0.742 0.073 

SVM(AAC) 0.389 0.901 0.610 0.645 0.336 0.353 0.747 0.075 

SVM(CKSAAP,Binary) 0.425 0.901 0.575 0.669 0.382 0.310 0.762 0.069 

SVM(CKSSAP,AAC) 0.389 0.901 0.610 0.645 0.336 0.353 0.748 0.075 

SVM(Binary,AAC) 0.479 0.902 0.520 0.677 0.387 0.322 0.793 0.098 

SVM(CKSSAP,Binary,AAC) 0.482 0.901 0.518 0.679 0.397 0.311 0.796 0.103 

RF(Binary) 0.742 0.902 0.267 0.851 0.603 0.189 0.898 0.125 

RF(CKSAAP) 0.701 0.901 0.299 0.810 0.593 0.220 0.864 0.121 

RF(AAC) 0.732 0.902 0.267 0.771 0.544 0.228 0.868 0.124 

RF(CKSAAP,Binary) 0.761 0.902 0.239 0.860 0.627 0.159 0.913 0.129 

RF(CKSSAP,AAC) 0.742 0.902 0.257 0.781 0.554 0.208 0.878 0.128 

RF(Binary,AAC) 0.761 0.902 0.239 0.860 0.627 0.159 0.913 0.129 

RF(CKSSAP,Binary,AAC) 0.798 0.902 0.201 0.891 0.629 0.145 0.921 0.139 

 

 

Fig. (4). ROC curve to display the performance of different candidate predictors based on independent test dataset-1. (A higher resolu-

tion/colour version of this figure is available in the electronic copy of the article). 
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Table 4.  Summary performance at FPR=0.10 for different candidate predictors based on independent test dataset-2. 

Predictors 

Classifier(Encoding) 

TPR 

(SN) 

TNR 

(SP) 
FNR ACC MCC MCR AUC pAUC  

ADA(Binary) 0.627 0.901 0.373 0.763 0.547 0.236 0.862 0.110 

ADA(CKSAAP) 0.626 0.902 0.374 0.763 0.547 0.236 0.793 0.093 

ADA(AAC) 0.702 0.901 0.297 0.756 0.515 0.243 0.816 0.100 

ADA(CKSAAP,Binary) 0.643 0.903 0.357 0.812 0.602 0.189 0.874 0.113 

ADA(CKSSAP,AAC) 0.631 0.901 0.368 0.783 0.592 0.217 0.846 0.109 

ADA(Binary,AAC) 0.698 0.902 0.301 0.815 0.654 0.182 0.893 0.129 

ADA(CKSSAP,Binary,AAC) 0.700 0.902 0.299 0.816 0.656 0.181 0.895 0.130 

SVM(Binary) 0.604 0.902 0.396 0.704 0.558 0.302 0.775 0.077 

SVM(CKSAAP) 0.453 0.903 0.652 0.613 0.324 0.543 O.689 0.05 

SVM(AAC) 0.581 0.901 0.418 0.672 0.351 0.327 0.740 0.069 

SVM(CKSAAP,Binary) 0.604 0.901 0.396 0.704 0.558 0.302 0.776 0.077 

SVM(CKSSAP,AAC) 0.581 0.901 0.418 0.672 0.351 0.327 0.740 0.069 

SVM(Binary,AAC) 0.667 0.902 0.332 0.727 0.458 0.272 0.807 0.089 

SVM(CKSSAP,Binary,AAC) 0.678 0.901 0.321 0.731 0.466 0.268 0.810 0.099 

RF(Binary) 0.724 0.902 0.276 0.845 0.680 0.204 0.902 0.125 

RF(CKSAAP) 0.693 0.902 0.307 0.804 0.666 0.225 0.847 0.114 

RF(AAC) 0.615 0.901 0.384 0.801 0.651 0.198 0.877 0.121 

RF(CKSAAP,Binary) 0.745 0.901 0.255 0.881 0.601 0.148 0.910 0.138 

RF(CKSSAP,AAC) 0.702 0.902 0.298 0.797 0.608 0.202 0.878 0.122 

RF(Binary,AAC) 0.749 0.902 0.250 0.884 0.669 0.169 0.920 0.140 

RF(CKSSAP,Binary,AAC) 0.772 0.901 0.227 0.886 0.677 0.163 0.923 0.141 

 

 

Fig. (5). ROC curve to display the performance of different candidate predictors based on independent test dataset-2. (A higher resolu-

tion/colour version of this figure is available in the electronic copy of the article). 
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Table 5. Performance comparison of the proposed predictor with other existing Predictors. 

Prediction methods 
Independent  

Test Dataset 

TPR 

(SN) 

TNR 

(SP) 
ACC MCC AUC 

Succinsite2.0 Dataset-1 0.632 0.872 0.866 0.241 0.845 

GPSuc Dataset-1 0.693 0.877 0.872 0.279 0.885 

HybridSucc Dataset-1 0.822 0.855 0.859 0.562 0.891 

CNN-SuccSite Dataset-1 0.716 0.844 0.842 0.443 0.839 

Proposed Predictor 
 Dataset-1  

 Dataset-2 

0.798 

0.772 

0.902 

0.901 

0.891 

0.886 

0.629 

0.677 

0.921 

0.923 

 
Table 4 shows the summary of different prediction per-

formance scores (SN, SP, FNR, ACC, MCR, MCC, ROC, 
AUC and pAUC) of different candidate predictors with the 
independent test-2 dataset. It is clearly observed that pro-
posed RF(CKSAAP, Binary, AAC) prediction model gives 
the highest correct prediction performance scores of TPR 
(0.772), TNR (0.901), ACC (0.886), MCC (0.677), AUC 
(0.923) and pAUC (0.141) at FPR=0.10 and the smallest 
incorrect prediction performance score of FNR (0.227) and 
MCR (0.163) against to other twenty prediction models 
(ADA (Binary), ADA(CKSAAP), ADA(AAC), ADA 
(CKSAAP, Binary), ADA(CKSAAP, AAC), ADA(Binary, 
AAC), ADA(CKSAAP, Binary, AAC), SVM(Binary), SVM 
(CKSAAP), SVM(AAC), SVM(CKSAAP, Binary), SVM 
(CKSAAP, AAC), SVM (Binary, AAC), SVM (CKSAAP, 
Binary, AAC), RF (Binary), RF (CKSAAP), RF (AAC), RF 
(CKSAAP, Binary), RF (CKSAAP, AAC), RF (Binary, 
AAC)) as like as 20-fold CV results. Fig. (5) also supports 
the results of Table 4. A similar performance trend was also 
observed at FPR=0.20 (Table S4 in the Supplementary file). 
Thus, the proposed RF(CKSAAP, Binary, AAC) prediction 
model shows better performance than the other candidate 
prediction models also with the independent test dataset-2.  

4. DISCUSSION 

We developed an improved computational prediction 
model by maximizing the prediction performance scores 
(SN, SP, ACC, MCC & AUC) and conversely minimizing 
the alternative prediction performance scores (FPR, FNR & 
MCR) with respect to different model parameters and some 
tuning parameters like a cut-off value of CD-HIT at 30%, 
window size at 25, a ratio of positive and negative windows 
at 1:2 based on the combined model of three encoding 
schemes (binary, CKSAAP and AAC) with the random for-
est (RF) classifier to predict lysine succinylation sites map-
ping on Homo sapiens. We observed that all candidate pre-
diction models show much better performance with both 1:2 
and 1:3 ratios of positive and negative window samples than 
1:1 ratio. We also observed that their performance with 1:2 
and 1:3 ratios of positive and negative window samples was 
not so different significantly. Therefore, we considered the 
ratio 1:2 of positive and negative window samples to develop 
the prediction model by reducing the computational cost. 
The performance of the proposed predictor in a comparison 
of the other candidate predictors was investigated by using 
the prediction performance scores with the training dataset 

and independent test performance scores based on 20-fold 
cross-validation and two independent test datasets that were 
collected from two different sources. It should be mentioned 
here that the training dataset and the independent test da-
taset-1 were collected from the same data source, while the 
independent test dataset-2 was collected from the other data 
source.  

We observed that binary encoding produces slightly bet-
ter performance scores with all three classifiers (ADA, SVM 
and RF) than the CKSAAP and AAC encoding in all cases 
(Tables 1-4, S1-S4, Figs. 4 and 5). So, we imposed more 
weight on the binary encoding than the CKSAAP and AAC 
encoding during the construction of the fusion model. Then 
we observed from Table 1 and S1 as discussed in the previ-
ous section 3.2 that the proposed RF(CKSAAP, Binary, 
AAC) model shows much better prediction performance 
compared to other candidate prediction models 
(ADA(Binary), ADA(CKSAAP), ADA(AAC), 
ADA(CKSAAP, Binary), ADA(CKSAAP, AAC), 
ADA(Binary, AAC), ADA(CKSAAP, Binary, AAC), 
SVM(Binary), SVM(CKSAAP), SVM(AAC), 
SVM(CKSAAP, Binary), SVM(CKSAAP, AAC), 
SVM(Binary, AAC), SVM(CKSAAP, Binary, AAC), 
RF(Binary), RF(CKSAAP), RF(AAC), RF(CKSAAP, Bina-
ry), RF(CKSAAP, AAC), RF(Binary, AAC)). Similarly, 
Tables 2, S2.1 and S2.2 as discussed in the previous section 
3.3 show that the proposed RF-based fusion prediction mod-
el outperforms the other candidate prediction models in the 
case of 20-fold CV. Tables 3, 4, S3-S4 and Figs. (4 and 5) 
showed that the proposed RF(CKSAAP, Binary, AAC) fu-
sion prediction model outperforms the other candidate pre-
diction models also with both independent test datasets-1&2.  

Furthermore, we considered the test dataset-1 to investi-
gate the performance of the proposed RF(CKSAAP, Binary, 
AAC) model with four existing species-wise prediction 
models known as SuccinSite2.0 [14], CNN-SuccSite [16]), 
HybridSucc [17] and GPSuc [18] for the prediction of lysine 
succinylation sites using the same independent test dataset as 
mentioned previously in section 2.2. We considered five 
important performance measures (SN, SP, ACC, MCC and 
AUC) to compare the proposed method with these four exist-
ing methods. Table 5 shows 5 performance scores with the 
same independent dataset-1 for the mentioned four existing 
methods and the proposed method. We observed that the 
proposed method greatly improves the performance over the 
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existing four methods with respect to all 5 measures. Espe-
cially, MCC values increased and the AUC value was 4-8% 
higher than the existing prediction models. Thus, our pro-
posed prediction model outperformed the existing prediction 
models. Noted that, until now, only four predictors are pub-
licly available. All of the other existing predictors are not 
publicly available. Therefore, to make a fair comparison, we 
compared these four existing prediction models. In addition, 
to examine our prediction model robustly, we considered the 
independent test dataset-2 which was already introduced in 
section 2.2. It consisted of 202 human pathogen Histoplasma 
capsulatum succinylated proteins which contained 463 modi-
fication sites. We found from Tables 4 and 5, S4 and Fig. (5) 
that our prediction model can be applied for Histoplasma 
capsulatum succinylation site prediction.  

CONCLUSION 

We developed an improved predictor based on the se-
quence information to predict lysine succinylation sites map-
ping on Homo sapiens by fusing three encoding schemes 
(binary, CKSAAP and AAC) with the random forest ma-
chine learning framework. We performed a comparative 
study on the prediction of succinylation sites by using the 
empirically developed succinylated protein sequences of 
Homo sapiens. The investigational results by 20-fold CV and 
two independent test-sets show that the proposed method can 
identify succinylated sites more accurately than the other 
candidate prediction models. Moreover, the benchmarking 
experiments demonstrated that our proposed predictor gives 
a competitive performance compared to the existing four 
predictors. The proposed method may be a useful and en-
couraging computational resource for lysine succinylation 
site prediction in the case of Human PTMs. To implement 
the proposed method, the computational codes and necessary 
instructions can be downloaded from http://www.ru.ac.bd/ 
biorgru/software/succinsitefusing-zip/. To further improve 
the prediction performances, we may use newly proposed 
encoding schemes and integrated approaches [26, 50-54]. 
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