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Abstract 
Recently, a crystal structure of V-nitrogenase was presented, showing that one of the µ2 sulphide ions in the active site (S2B) 
is replaced by a lighter atom, suggested to be NH or  NH2, i.e. representing a reaction intermediate. Moreover, a sulphur atom 
is found 7 Å from the S2B site, suggested to represent a storage site for this ion when it is displaced. We have re-evaluated this 
structure with quantum refinement, i.e. standard crystallographic refinement in which the empirical restraints (employed to 
ensure that the final structure makes chemical sense) are replaced by more accurate quantum–mechanical calculations. This 
allows us to test various interpretations of the structure, employing quantum–mechanical calculations to predict the ideal 
structure and to use crystallographic measures like the real-space Z-score and electron-density difference maps to decide 
which structure fits the crystallographic raw data best. We show that the structure contains an  OH−-bound state, rather than 
an  N2-derived reaction intermediate. Moreover, the structure shows dual conformations in the active site with ~ 14% undis-
sociated S2B ligand, but the storage site seems to be fully occupied, weakening the suggestion that it represents a storage 
site for the dissociated ligand.
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Introduction

The atmosphere of Earth contains 78%  N2, but nitrogen 
is still a limiting element for most plant life. The reason 
for this is that the triple bond in  N2 is very strong, mak-
ing  N2 highly inert [1, 2]. In 1909, Fritz Haber designed 
a procedure to form ammonia from  N2 and  H2, employing 
high temperature and pressure. It was adapted for indus-
trial use by Carl Bosch at BASF and is today known as 

Electronic supplementary material The online version of this 
article (https ://doi.org/10.1007/s0077 5-020-01813 -z) contains 
supplementary material, which is available to authorized users.

 * Ulf Ryde 
 Ulf.Ryde@teokem.lu.se

1 Department of Theoretical Chemistry, Chemical Centre, 
Lund University, P. O. Box 124, 221 00 Lund, Sweden

http://crossmark.crossref.org/dialog/?doi=10.1007/s00775-020-01813-z&domain=pdf
https://doi.org/10.1007/s00775-020-01813-z


848 JBIC Journal of Biological Inorganic Chemistry (2020) 25:847–861

1 3

the Haber–Bosch process. It is currently one of the most 
important industrial processes, consuming 1–2% of the 
world’s total energy supplies and it is a main reason for the 
human population explosion during the twentieth century, 
by providing abundant access to artificial fertilisers [3, 4].

In nature, a single enzyme, nitrogenase (EC 
1.18/19.6.1), can convert  N2 to ammonia at ambient pres-
sure and temperature [1, 5, 6]. It is found in a few bacteria 
and archaea, but many higher plants, e.g. legumes, rice and 
alder, live in symbiosis with such organisms, obtaining 
bio-available nitrogen in exchange for carbohydrates. The 
nitrogenase reaction is quite demanding, requiring at least 
16 molecules of ATP for each nitrogen molecule processed 
[1, 5, 6]:

It is notable that  H2 is a compulsory by-product. The 
mechanism of the nitrogenases has been extensively studied 
by biochemical, kinetic, spectroscopic and computational 
methods [1, 5, 7–9]. However, many details of the mecha-
nism are still unknown.

The reaction is traditionally described by Lowe–Thor-
neley scheme [10–12], which involves eight intermediates 
E0–E8, differing in the number of electrons and protons 
delivered to the enzyme. It has been shown that the enzyme 
needs to be loaded by three or four electrons and protons 
before  N2 can bind. During the binding,  H2 is released by a 
reductive elimination of two bridging hydride ions [1, 13]. 
Then,  N2 is reduced and protonated, following either a distal 
or alternating mechanism [1]. In the former case, one N atom 
is first protonated and released as  NH3 at the E5 level, before 
the second N atom is protonated. In the other mechanism, 
the protons are added alternatively to the two N atoms, so 
that HNNH and  H2NNH2 are intermediates and the first  NH3 
product is not released until the E7 level. The alternating 
pathway is supported by the fact that nitrogenase can use 
hydrazine as a substrate and that hydrazine is released upon 
acid or base hydrolysis of the enzyme during turnover [1, 5, 
11, 12]. It has also been shown that  N2,  N2H2,  CH3N2H and 
 N2H4 all react via a common intermediate [1, 14]. On the 
other hand, it has been shown that inorganic model com-
plexes follow a sequential mechanism [15–19].

Many crystal structures of nitrogenase have been 
solved [8, 20–24]. They show that the main group of 
the nitrogenases has an active-site composed of an 
 MoFe7S9C(homocitrate) cluster, connected to the protein by 
a histidine and a cysteine residue. However, there also exist 
alternative nitrogenases, in which the Mo ion is replaced by 
either vanadium or iron [25]. They are typically less effec-
tive than Mo-nitrogenase, forming more  H2 by-product than 
shown in Eq. (1). The crystal structure of V-nitrogenase has 
been solved and it showed that the enzyme contains an extra 

(1)
N2 + 8e− + 8H+ + 16ATP ⟶ 2NH3 + H2 + 16ADP + 16Pi.

subunit and that one sulphide ligand in the active-site cluster 
is replaced by a bidentate ligand, probably carboxylate [26].

Recently, another crystal structure of V-nitrogenase was 
solved, using an enzyme obtained in a less reducing envi-
ronment [27]. Excitingly, it was shown that one of the µ2 
sulphide ligands (S2B) was replaced by a lighter atom, as is 
shown in Fig. 1 (replacement of S2B has also been observed 
in a CO-inhibited structure of Mo-nitrogenase [23]). Based 
on the analyses of the hydrogen-bond network and the 
electron density, it was suggested that this ligand is  NH2−, 
representing the E6 reaction intermediate. Moreover, a new 
electron density was observed 7 Å from the FeV cluster, 
interpreted as a storage site for the released S2B ion. This 
site was formed by a change in the conformation of residue 
Gln-176, which rotated around the CA–CB bond so that it 
came closer to the active site and could accept hydrogen 
bonds from the substrate.

However, only a few months later, Bjornsson and cow-
orkers presented a combined quantum mechanical and 
molecular mechanical (QM/MM) study of this structure 
[28]. They compared structures containing either  NH2− or 
 OH− replacing S2B and showed that the latter structures 
reproduced the Fe–S, Fe–Fe and hydrogen-bond distances 
in the original crystal structure better than  NH2−. Therefore, 
they concluded that the crystal structure does not show any 
 N2-derived reaction intermediate, but rather an  OH−-bound 
state.

This is an interesting suggestion, but not fully conclusive 
(the original crystallographers still argue that the structure 
contains a reaction intermediate [29]), because the com-
parison is made to the coordinates of the original crystal 
structure and not directly to the crystallographic raw data. 
The coordinates are the result of involved cycles of model 
building and crystallographic refinement, involve a signifi-
cant uncertainty (estimated to 0.026 Å for the atomic coor-
dinates of present structure [27]), and are biased towards the 
atomic model, because the crystallographic phases cannot 
be measured in the experiment. A further important com-
plication is that the crystal structure contains a significant 
amount of undissociated S2B ligand (< 5% estimated by the 
crystallographers [27], but we get 10–20% by occupancy 
refinement). This would favor a ligand with many electrons, 
but it also makes the original coordinates unreliable, because 
they do not represent a pure model, but rather a weighted 
mixture of two states.

Therefore, we here perform instead quantum refinement 
calculations on the V-nitrogenase crystal structure, to decide 
the nature of the bridging ligand. Quantum refinement is 
standard crystallographic refinement, in which the empiri-
cal restraints (which is employed in almost all crystal struc-
tures to ensure that bond lengths and angles make chemical 
sense) are replaced by more accurate quantum–mechanical 
calculations [30, 31]. This is especially important for metal 
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sites, for which no accurate empirical restraints are available. 
This gives structures that are an ideal compromise between 
crystallography and quantum mechanics, and it allows us to 
decide what model fits the crystallographic raw data best by 
looking at standard crystallography quality measures, like 
the electron-density difference maps and the real-space Z 
scores [32].

Methods

In standard crystallographic refinement, the structure is 
obtained as a compromise between the experimental data 
and a set of empirical restraints by minimising a target func-
tion of the form

where EXray is the experimental target function (describing 
how well the current model reproduces the experimental 
data; typically a maximum-likelihood function [33, 34]) and 
EMM is the empirical restraints (which in terms of computa-
tional chemistry is a molecular mechanics, MM, potential). 
wA is a weight factor that is needed because the two terms do 
not have the same units and it determines the relative impor-
tance of the terms. It is normally determined so that the MM 

(2)Etot = wAEXray + EMM,

and crystallographic forces are of an equal magnitude in a 
short molecular dynamics simulation of the system [34–36].

In quantum refinement, the empirical potential in Eq. (3) 
is replaced by more accurate quantum mechanical (QM) 
calculations for a small, but interesting part of the macro-
molecule, e.g. an enzyme active site (called system 1 in the 
following). This gives the target function

where EQM1 is the QM energy of system 1, whereas EMM1 
is the MM energy of system 1 (needed to avoid double 
counting of this energy). wMM is a weighting factor needed 
because the empirical potential of crystallographic refine-
ment software is normally based on a statistical analysis of 
high-resolution crystal structures [37], rather than on ener-
getic consideration (as for the QM term). We have shown 
that quantum refinement can locally improve crystal struc-
tures [31], decide protonation state of metal-bound ligands 
[38–41], oxidation state of metal sites [42, 43] and protein 
ligands [41], detect photoreduction of metal ions [42, 44, 45] 
and decide what is really seen in crystal structures [44–46].

Quantum refinement calculations were performed with 
the ComQumX software [30], which is a combination of 
Turbomole [47] and the crystallography and NMR sys-
tem (CNS) [48, 49], version 1.3. We also employed the 

(3)ECqx = wMM(wAEXray
+ EMM − EMM1) + EQM1

Fig. 1  The nitrogenase FeV cluster with the S2B ion replaced by  OH− (bridging  Fe2 and  Fe6), showing the atom names (from the 6FEA crystal 
structure [27]) and the QM system employed in the quantum-refinement calculations



850 JBIC Journal of Biological Inorganic Chemistry (2020) 25:847–861

1 3

recently developed extension of the method to systems 
with dual conformations in the QM system, ComQumX-
2QM [50]. This approach employs the energy function

where EXray and EMM are the same as in Eqs. (1) and (2), but 
they now involve alternative conformations of atoms in the 
QM system. EQM11 and EMM11 are the QM and MM energies 
of the first conformation of the QM system (called system 
11), which has the occupancy nocc1 . Likewise, EQM12 and 
EMM12 are the QM and MM energies of the second confor-
mation of the QM system (called system 12), which has the 
occupancy nocc2.

The quantum-refinement calculations were based on the 
recent crystal structure of V-nitrogenase with a putative 
N-derived reaction intermediate (1.2 Å resolution) [27]. 
Coordinates, occupancies, B-factors and structure factors 
were obtained from the 6FEA protein data bank files. From 
these files, we also obtained the space group, unit cell 
parameters, resolution limits, R factors and the test set 
used for the evaluation of the Rfree factor.

The calculations were performed the same way as in our 
previous quantum-refinement studies for Mo-nitrogenase 
[39, 40, 50]: The full protein was used in all calculations, 
including all crystal-water molecules. For the protein, we 
used the standard CNS force field (protein_rep.param, 
water_rep.param and ion.param). However, CNS does not 
support anisotropic B-factors, so only isotropic B-factors 
were used. The empirical restraints for non-standard resi-
dues were downloaded from the Hetero-compound Infor-
mation Centre Uppsala [51]. The wA factor (determining 
the relative weight between the crystallographic data and 
the empirical potential) was the default value suggested 
by CNS, 0.1031 (but other values were tested in some 
calculations). The wMM weight was set to 1/3 as in all 
our previous studies [30, 43]. For the crystallographic tar-
get function, we used the standard maximum-likelihood 
function using amplitudes (mlf) in CNS [33, 34]. After 
quantum refinement, anisotropic B-factor refinement was 
performed using phenix.refine [52]. The electron density 
maps were generated using phenix.maps.

The QM calculations were performed at the TPSS/def2-
SV(P) level of theory [53, 54], but a few calculations were 
performed also with the TPSSh [55] and B3LYP methods 
[56–58], and with the def2-TZVP basis set [59]. The cal-
culations were sped up by expanding the Coulomb inter-
actions in an auxiliary basis set, the resolution-of-identity 
(RI) approximation [60, 61]. Empirical dispersion correc-
tions were included with the DFT-D3 approach [62] and 
Becke–Johnson damping [63].

(4)

ECqx-2QM = wMM

(

wAEXray + EMM − nocc1EMM11 − nocc2EMM12

)

+ nocc1EQM11 + nocc2EQM12

,

The quality of the models was compared using the real-
space difference-density Z score (RSZD), calculated by 
EDSTATS (part of the CCP4 package [64]), which measures 
the local accuracy of the model [32]. The maximum of the 
absolute negative and positive RZSD value was calculated 
for the unknown ligand replacing S2B, as well as for Gln-
176 and His-180. RSZD is typically less than 3.0 in absolute 
terms for a good model.

The FeV cluster was modelled by  VFe7S7C(CO3)(homoc-
itrate)(CH3S)(imidazole), where the two last groups are 
models of Cys-257 and His-423 (all mentioned residues are 
from the D subunit of the crystal structure). In addition, the 
putative N-derived ligand, as well as models of Gln-176, 
His-180 and Phe-362 were included in the QM calculations, 
as can be seen in Fig. 1 (in total 89–91 atoms, depending 
on the ligand replacing S2B). In a few calculations, we also 
included the nearby Lys-83, Arg-339 and Lys-361 residues 
(modelled by  CH3NH3

+ or  CH3NHC(NH2)2
+), to investigate 

the effect of partly neutralising the FeV cluster. We used the 
oxidation-state assignment VIIIFeII

4
FeIII

3
 of the metal ions in 

the resting E0 state of V-nitrogenase [28]. The homocitrate 
ligand was modelled in the singly protonated state with a 
proton shared between the hydroxyl group (which coordi-
nates to V) and the O1 carboxylate atom. This protonation 
state was found to be the most stable one in Mo-nitrogenase 
[39, 65].

This gives a net charge of − 4 for the QM system in Fig. 1 
for the resting state without the S2B ligand (i.e. with an 
empty coordination site) and therefore also with an  NH3 
ligand, which would represent the E8 state before product 
dissociation. The 6FEA crystal structure has been sug-
gested to show the E7 state with an NH−

2
 ligand or the E6 

state with a  NH2− ligand (and we tested also the E5 state with 
a  N3− ligand). These are only formal charges on the ligands, 
because only the total charge of the QM system is defined. 
It is normally assumed that each pair of  En and  En+1 states 
differ by the uptake of one electron and one proton, meaning 
that all  En states have the same charge. Consequently, we 
used the same charge for the three models with  N2-derived 
ligands ( NH−

2
 ,  NH2− and  N3−), − 4.

For the  OH−-bound form, not so much information is 
available regarding the En state [66]. Direct  OH− binding to 
the resting E0 state with dissociated S2B would give a net 
charge of − 5. Other En states up to E2 are also possible, but 
the crystal structure does not show any evidence of protona-
tion of the cluster (protonation of the sulphide or iron ions 
typically leads to significant changes in the Fe–S, Fe–C and 
Fe–Fe bond lengths by 0.1–0.6 Å [40]). Therefore, we used 
a net charge of − 5 for the  OH− complex (and − 6 for  O2−, 
which we also tested). However, for all ligands, we tested 
also a few additional charge states, presented in Table S1 in 
the supporting information. Bjornsson and coworkers stud-
ied the same charge state with  OH− and  NH2−, as well as a 
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two-electron more oxidised state for  OH− and a two-electron 
more reduced state for  NH2− [28].

In QM calculations, the spin state should also be defined. 
The crystallographers reported a 38/62% mixture of para- 
and diamagnetic states of V-nitrogenase as isolated for the 
crystal (interpreted as a mixture of the E6 and E7 states) and 
assumes S = 3/2 state for all even-numbered En intermediates 
[27]. Bjornsson and coworkers also used the S = 3/2 state in 
all their calculations [28]. Previous studies have shown that 
it is very hard to decide the spin state of the active-site clus-
ter from the QM energies [40]. Therefore, we tested several 
different spin states for each complex around the S = 3/2 or 
2 state for En states with even and odd n, respectively. For-
tunately, it turned out that the various spin states gave very 
similar structures and therefore RSZD scores (cf. Table S1).

The electronic structure of all QM calculations was 
obtained with the broken-symmetry (BS) approach [67]. 
Each of the seven Fe ions were modelled in the high-spin 
state, with either a surplus of α (four Fe ions) or β (three 
Fe ions) spin. We employed the broken-symmetry BS7-235 
state with β spin on  Fe2,  Fe3 and  Fe5 for all calculations. This 
is the best BS state for the resting state of Mo-nitrogenase 
and also for several other En states [40, 67, 68] and this 
state was also used in the previous study by Bjornsson and 
coworkers [28]. This state was obtained using the fragment 
approach by Szilagyi and Winslow [69] or by swapping the 
coordinates of the Fe ions [70].

Result and discussion

Quantum refinement of V‑nitrogenase

We performed quantum refinement of the 6FEA crystal 
structure of V-nitrogenase [27], with a light ligand replac-
ing S2B. Quantum refinement is a normal crystallographic 

refinement in which the empirical restraints, employed to 
give reasonable bond lengths and angles, are replaced by 
QM calculations for a small, but interesting part of the struc-
ture [30, 31]. We employed the QM system shown in Fig. 1. 
We performed quantum refinement for a number of struc-
tural interpretations of the electron density, differing in the 
nature of the N/O ligand  (N3−,  NH2−, NH−

2
 ,  OH− or  O2−), 

the protonation state of His-180 (with a proton on NE2 or 
ND1, called the HIE or HID states), the net charge of the 
QM system (i.e. the oxidation state) and the spin state of the 
FeV cluster. For the HIE structure, His-180 may donate a 
hydrogen bond to the ligand, whereas in the HID structure, 
it can instead accept a hydrogen bond. Therefore, only the 
HIE structure was tried for  N3− and  O2−, which can only 
accept hydrogen bonds, and only the HID structure was used 
for NH−

2
 , which can only donate hydrogen bonds, whereas 

both states were tested for  NH2− and  OH−. However, in the 
resulting structures it turned out that the NH−

2
 ligand did not 

form any hydrogen bonds to Hid-180, so we tried also the 
HIE state for this ligand. In fact, all quantum-refined struc-
tures show a hydrogen bond between NE2 of His-180 and 
OE1 of Gln-176, rather than any hydrogen bond between the 
ligand and His-180. As discussed in “Methods”, we used a 
net charge of − 4 for the  N2-derived ligands, which would 
correspond to the E5, E6 and E7 states for  N3−,  NH2− and 
NH−

2
 , respectively. For  OH− and  O2−, we used a charge of 

− 5 and − 6, respectively, corresponding to the binding of 
the ligands to the resting E0 state. Other charge states were 
also tested and those results are given in Table S1 in the 
Supplementary Material.

The results are presented in Table 1. We used the RSZD 
score [32] for the ligand, Gln-176 and His-180 (the two 
closest residues, forming hydrogen bonds to the ligand), 
to decide which structure fits the crystallographic raw data 
best. It can be seen (especially in Table S1) that there were 
only minimal differences in RSZD scores between different 

Table 1  RSZD scores for the 
ligand, Gln-176 and His-180 
(sum is the sum of these three 
values) from the quantum-
refinement calculations for the 
6FEA crystal structure with 
different interpretations of 
the ligand replacing S2B (X), 
protonation states of His-180 
and spin states (S)

The last line shows the results of a structure with both  OH− (83% occupancy) and S2B (17% occupancy) 
and two conformations of Gln-176 (89% occupancy of the flipped conformation and 11% occupancy of the 
non-flipped conformation; cf. Fig. 3d)

X Charge His-180 S RSZD score

Gln His X Sum

N3− − 4 HIE 2 9.1 2.0 21.9 33.0
3 8.9 2.0 22.1 33.0

NH2− − 4 HID 3/2 9.2 2.0 17.7 28.9
HIE 3/2 9.7 2.0 17.8 29.5

NH
−

2
− 4 HID 2 10.8 2.1 12.4 25.3

OH− − 5 HID 3/2 9.1 2.2 10.0 21.3
HIE 3/2 10.3 2.2 9.7 22.2

O2− − 6 HIE 3/2 11.3 2.1 16.2 29.6
OH−/S2B HIE 2.8/2.4 2.0 1.8/1.7 7.1
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spin states of the cluster, reflecting that they gave essentially 
identical geometries. Moreover, the RSZD score for His-
195 was similar for all tested models, 2.0–2.2. On the other 
hand, there were extensive differences in the RSZD value for 
the ligand. An  OH− ligand gave the lowest RSZD, 9.7 with 
HIE and 10.0 with HID, whereas  NH2

2− gave 12.4 and the 
other ligands gave much worse results, 16–22. The RSZD 
score of Gln-191 showed an intermediate variation, ranging 
from 8.9 to 9.2 for  N3−,  NH2− and  OH− with HID to 11.3 
for  O2−. Summing the three RSZD scores clearly shows that 
 OH− fits the crystal structure best, with a slight preference 
for the HID structure (21–22, compared to 25–33 for the 
other ligands). However, in energy terms, the HIE conforma-
tion is 104 kJ/mol more stable than the HID conformation 
(for the isolated QM system, cf. Table S1).

The structures with other oxidation states in Table S1 
show similar trends, but with larger variations:  OH− always 
give a smaller RSZD score for the ligand (6.6–11.2) 
than the other ligands (11.6–22.1) with the trend 
 OH− < NH−

2
 < O2− < NH2− < N3−. The RSZD score of His-

180 is still minimal (1.9–2.3; but 2.8 in one case). However, 
the RSZD score of Gln-176 shows a larger variation, with 
the lowest values (6.2–6.3) for  OH− with HID in the − 2 
charge state. The least negatively charged states (− 3) also 
give low scores for  NH2− and  O2− (8.0–8.4), whereas the 
most negative states give the highest RSZD scores, espe-
cially for the N-derived ligands (12.3–13.1). Consequently, 
the sum of the RSZD scores still points to  OH− as the best 
ligand (17.7–22.2, compared to 24–35). For all systems, 
the HIE conformation is more stable than the HID state in 
energy terms. The different spin state always give similar 
results and they are also close in energy.

Figure 2 shows the electron-density maps of the three 
best structures in Table 1. It can be seen that they are quite 
similar for the  OH− structures with HIE and HID, although 
the negative difference density around Gln-176 is somewhat 
smaller for the latter. Moreover, it is clear that the positive 
difference density is smaller around the  OH− ligand than 
around the NH−

2
 ligand (compare Fig. 2a and b with c), as 

was also indicated by the RSZD score.
Still, the large positive difference densities around all 

ligands indicate that the S2B ligand has not fully dissociated 
(a positive difference density indicates that there should be a 
heavier atom at this position and it is also situated at a longer 
distance from the  Fe2 and  Fe6 ions, which reflects that sul-
phur gives longer metal bond lengths than the lighter atoms). 
This is also supported by the negative difference density 
around Gln-176, which indicates that this residue does not 
have a full occupancy in this flipped conformation. This is 
also the reason why the RSZD scores are so high for these 
two residues (RSZD should be less than 3 for an acceptable 
fit). The crystallographers also reported a small amount of 
the resting state (< 5%) in the structure [27].

To test this hypothesis, we set up a standard crystallo-
graphic refinement with two conformations for Gln-176 
(the flipped conformation, used for all the other structures, 
and a non-flipped conformation) and both a sulphur ion and 
a hydroxide ion in the S2B position with fractional occu-
pancies and then refined only the occupancies of these two 
groups, keeping the coordinates fixed. This led to occu-
pancies of 17% for S2B and 83% for  OH−. Likewise, the 
occupancies for Gln-176 became 89% for the flipped con-
formation and 11% for the original conformation. The cor-
responding electron-density maps are shown in Fig. 2d. It 
can be seen that they are strongly improved, even if there is 
still some negative density close to the OH/S2B ion and both 
positive and negative densities around the two conforma-
tions of Gln-176. In fact, the RSZD scores have decreased 
to 1.7–2.8 for these two groups, indicating an acceptable fit 
(shown in the last line of Table 1).

Quantum refinement with dual conformations 
in the QM system

This observation opens for the possibility that the preference 
of the  OH− ligand simply reflects that oxygen contains more 
electrons than nitrogen and therefore provides a better fit the 
experimental electron density, because the latter involves a 
significant amount of the heavier S2B ligand still bound to 
the FeV cluster.

To check this possibility, we repeated the quantum-
refinement calculations with the recently developed exten-
sion allowing for dual conformations within the QM system 
[50]. In these calculations, we let the complete QM system 
(shown in Fig. 1, i.e. the FeV cluster, Gln-176, His-180 and 
Phe-362) to have two distinct conformations. In the first con-
formation (86% occupancy, i.e. the average of the occupan-
cies obtained for S2B and Gln-176 in the occupancy refine-
ment for the structure in Fig. 2d), the unknown ligand binds 
to the cluster, replacing S2B, which has moved to the storage 
site, and Gln-176 is in the flipped conformation observed 
in the crystal structure [27]. In the second conformation 
(14% occupancy), S2B remains bound to the FeV cluster 
and Gln-176 is in the non-flipped conformation, observed in 
all previous crystal structures [22]. It was assumed that the 
latter structure is in the E0 resting state with a total charge of 
− 6, S = 3/2 and His-180 in the HIE state (because His-180 
donates a hydrogen bond to S2B in that conformation) [39].

We tested the same five different interpretations of the 
unknown ligand as in the previous section  (N3−,  NH2−, NH−

2
 , 

 OH− or  O2−) and either the HID or HIE state of His-180, in 
total eight different structures (with the preferred net charge 
and spin state from Table 1). The results are collected in 
Table 2. It can be seen that the results are significantly bet-
ter, but show the same trends as in Table 1. The second 
conformation is the same in all systems and therefore shows 
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only minimal variation of the RSZD scores between the vari-
ous systems (0.0–0.1 for His-180, 5.7–6.0 for Gln-176, but 
0.3–7.9 for S2B, reflecting that it overlaps strongly with the 
unknown ligand in the first conformation).

For the first conformation, the variation in the RSZD 
scores is somewhat larger, although the His-180 residue 
gives 1.0–1.3 for all systems. Clearly, the lowest RSZD 
scores for the unknown ligand are obtained with  OH− and 
 O2− 0.9–1.0, compared to 3.2–5.8 for the other ligands. On 
the other hand, Gln-176 gives the best results for  NH2−, 
 N3− and  OH−, especially with HID (5.8–7.3). The other 
structures give 8.5–11.5. Summing the RSZD scores of all 
three residues in the two conformations (column sum in 
Table 2) shows that the best result is obtained for the two 

 OH− structures (15.9 and 18.3). The other structures have 
sums of 22–27.

We also tested an  OH−–HID structure with Gln-176 
rotated around the CG–CD bond (so that OE1 and NE2 
changes positions). Then, the protons on NE2 can form 
hydrogen bonds to ND1 of His-180 and to the ligand. How-
ever, this gave slightly worse results (the sum of the RSZD 
scores is 19.1).

The variation in the RSZD scores is also reflected in 
the electron-density difference maps, which are shown 
for the three best structures in Fig. 3. It can be seen that 
the  OH− structures provide a much better description of 
the unknown ligand than  NH2− (a large positive differ-
ence density around the latter ligand). On the other hand, 

Fig. 2  Electron-density maps of the best quantum-refined models 
of the 6FEA crystal structure: a  OH−–HID, b  OH−–HIE and c NH−

2

–HID. d Shows a structure with both  OH− (83% occupancy) and S2B 
(17% occupancy) and two conformations of Gln-176 (89% occupancy 

of the flipped conformation, employed in the other structures, and 
11% occupancy of the non-flipped conformation). The 2mFo − DFc 
maps are contoured at 1.0 σ (blue) and the mFo − DFc maps are con-
toured at + 3.0 σ (green) and − 3.0 σ (red)
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the  OH−–HIE structure gives a somewhat worse result 
around the OE1 atom of the flipped conformation of Gln-
176, whereas it is slightly better around the NE2 atom. It is 
notable that in both cases, there are positive electron den-
sity around the OE1 and NE2 atoms of Gln-176 in both 
conformations, which may indicate that it actually attains 
additional conformations.

We also observed that if the displaced S2B ion in the 
storage site is modelled with only partial occupancy (86%), 
a large negative density is obtained around it (RSZD ≈ 25). 
It required a full occupancy and a rather large B factor (~ 15) 
to obtain a proper model (RSZD = 1.2–1.9). This indicates 
that there is not a direct relation between the occupancy of 
S2B at the FeV cluster or in the storage site.

To get some further indication of which of the structures 
fit the crystallographic raw data best, we have also calcu-
lated the strain energies (∆EQM) of the two QM systems 
[38, 46, 50], i.e. the difference in the QM energy when opti-
mised in the crystal structure and when optimised without 
the crystallographic data (i.e. with wA = 0). These energies 
are shown in the last two columns of Table 2. It can be seen 

that the strain energy of the second conformation (i.e. E0 
with S2B bound to the cluster) is the same in all calcula-
tions, 10 kJ/mol. However, for the first conformation, there 
are large differences, depending on the ligand. The lowest 
strain energies are obtained for the  OH− ligand with HIE, 
124 kJ/mol. In fact, all HIE structures have lower strain ener-
gies, 124–157 kJ/mol, than the HID structures, 165–181 kJ/
mol. However, also among the HID structures,  OH− gives 
the lowest strain. The HIE structures also always give a 
lower QM energy than the corresponding HID structure, by 
92–104 kJ/mol (results not shown), showing that the HIE 
structures is more stable. Consequently, we tend to prefer 
the HIE structures, especially as the crystal structure shows 
a clear hydrogen between His-180 and Gln-176 (the slightly 
worse RSZD score for the  OH−–HIE structure may reflect a 
small overestimation of the strength of this hydrogen bond 
with the TPSS functional and the high negative charge of 
the QM systems).

The large positive difference density around 
 NH2− in Fig.  3c indicates that the structure might be 
improved by using a higher occupation number for the 

Table 2  Results of the 
ComQumX-2QM calculations 
for the 6FEA crystal structure

Two conformations were used for the QM system. The first (AC1 with occupancy 100 − nocc) represents the 
conformation reported in the crystal structure, involving an unknown ligand (X) replacing S2B and Gln-
176 in the flipped conformation (with the cluster charge, q, spin state, S, and His-180 state shown in the 
table). S2B is in the storage site, 7 Å from the FeV cluster. The other conformation (AC2 with occupancy 
nocc) represents a normal E0 resting state (i.e. with a cluster charge of − 6, S = 3/2 and His-180 in the HIE 
state) with S2B bound to the cluster and Gln-176 in a non-flipped conformation. The RSZD scores are cal-
culated for the ligand, Gln-176 and His-180 for the two alternative conformations (sum is the sum of these 
six values). The last two columns represent the strain energies of the two QM systems in kJ/mol
a With Gln-176 rotated so that it interacts with the  OH– ligand with the side chain –NH2 group

X wA nocc q His S RSZD AC1 RSZD AC2 RSZD ∆EQM

Gln His X Gln His S2B Sum AC1 AC2

N3− 0.1 14 − 4 HIE 2 6.6 1.0 5.1 5.9 0.0 7.9 26.5 157 10
NH2− − 4 HID 3/2 5.8 1.3 3.2 5.8 0.0 5.8 21.9 181 10

− 4 HIE 7.3 1.1 3.5 5.9 0.0 5.6 23.4 145 10
NH

−

2
− 4 HID 2 8.5 1.3 5.8 5.7 0.0 2.2 23.5 175 10
− 4 HIE 9.1 1.1 5.8 5.7 0.1 2.2 24.0 143 10

OH− − 5 HID 3/2 7.1 1.3 0.9 5.8 0.0 0.8 15.9 165 10
− 5 HIE 9.8 1.2 0.9 6.0 0.1 0.3 18.3 124 10

O2− − 6 HIE 3/2 11.5 1.2 1.0 6.0 0.0 2.8 22.5 148 10
OH− 0.1 14 − 5 HIDa 3/2 10.0 1.5 1.2 5.8 0.1 0.5 19.1 198 10
NH2− 0.1 11 − 4 HID 3/2 6.9 1.4 4.3 4.2 0.0 6.6 23.4 182 8

14 5.8 1.3 3.2 5.8 0.0 5.8 21.9 181 10
17 5.2 1.2 2.9 7.1 0.0 4.0 20.4 180 12

OH− 11 − 5 HIE 3/2 10.8 1.3 1.3 4.4 0.0 0.5 18.3 124 8
14 9.8 1.2 0.9 6.0 0.1 0.3 18.3 124 10
17 8.7 1.1 0.6 7.3 0.0 0.4 18.1 124 12

OH− 0.1 11 − 5 HIE 3/2 10.8 1.3 1.3 4.4 0.0 0.5 18.3 124 8
0.01 24.2 10.6 2.9 4.6 4.3 1.1 47.7 22 0
0.001 25.0 17.4 4.9 5.0 5.9 1.8 60.0 3 0
0 25.2 18.5 4.0 4.9 4.2 1.8 58.6 0 0
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second conformation. Therefore, we performed calculations 
of the  NH2−–HID structure with occupancies for the second 
conformation of 11 and 17% also (the values obtained for 
Gln-176 and S2B in the Phenix occupancy optimisation; 
and 89% or 83% occupancy for the first conformation). The 
results in Table 2 and in Fig. 3d show that there is a slight 
improvement of RSZD scores and the difference density 
around  NH2− as the occupancy of the second conformation 
is increased, but the structure is still much worse than for 
 OH− (the RSZD of  NH2− is 2.9, compared to 0.9 for  OH−). 
It can also be seen that the strain energy of the first confor-
mation decreases slightly (182–180 kJ/mol, whereas that of 
the second conformation increases slightly with the occu-
pancy (from 8 to 12 kJ/mol). This is expected [50]: when 

the occupancy is increased, the restraint towards the crystal 
structure is increased. This is also the reason why the strain 
energy is much larger for the first QM system than for the 
second.

For  OH−–HIE, the RSZD scores of the ligand shows a 
slight decrease with the occupancy (Table 2). However, 
Gln-176 shows larger changes, but the first conformation 
is improved when the occupancy is increased, whereas the 
second conformation is deteriorated, so that the sum of the 
RSZD scores hardly changes with the occupancy.

The strain energy of the first conformation (124–181 kJ/
mol) may be considered to be somewhat large, compared 
to other systems [50]. Therefore, we performed a few cal-
culations also with other values of the wA weight factor. 

Fig. 3  Electron-density maps of the best ComQumX-2QM quantum-
refined models of the 6FEA crystal structure: a  OH−–HID, b  OH−–
HIE and c  NH2−–HID. Two conformations were used for the QM 
system. The first (with 86% occupancy, shown with atomic colours) 
represents the conformation reported in the crystal structure, involv-
ing an unknown ligand replacing S2B to the storage site and Gln-176 

in the flipped conformation. The other conformation (14% occupancy, 
shown in pale cyan) represents a normal  E0 resting state with S2B 
bound to the cluster and Gln-176 in a non-flipped conformation. d 
Shows the  NH2−–HID structure obtained with occupancies of 83 and 
17%, respectively. The 2mFo − DFc difference maps are contoured 
at + 3.0 σ (green) and − 3.0 σ (red)
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All previous calculations used the default weight calculated 
by CNS to 0.1. Reducing wA to 0.01 strongly reduced both 
strain energies, to 22 and 0 kJ/mol, respectively (also shown 
in Table 2). However, the fit to the crystal structure was also 
much deteriorated (the sum of the RSZD scores increased to 
48). Therefore, we decided to accept the results at wA = 0.1

Finally, in Table 3, we show how the various calcula-
tions reproduce the distances in the original crystal struc-
ture [27]. Results are shown only for the first conformations 
(with the unknown ligand and the flipped conformation 
of Gln-176, because the second conformation is the same 
for all systems and therefore shows very small differences 
between the various systems. It can be seen that the two 
quantum refinements with  OH− give the lowest mean abso-
lute deviation (MAD) for the 15 short (< 3 Å) metal–metal 
distances from the original crystal structure, 0.005–0.006 Å. 
However, the MAD is not much larger for the other ligands, 
0.007–0.010 Å, because all refinements employ the crystal-
lographic raw data. The maximum deviation shows a larger 
variation, 0.02 Å for  OH− and NH−

2
 and 0.04–0.06 Å for the 

other ligands. The deviations are appreciably larger for the 
34 short metal–ligand distances (< 2.5 Å), but the trends 
are similar: The MAD is 0.02 Å for NH−

2
 and  OH−, but 

0.03 Å for the other three ligands and the maximum errors 
are 0.08–0.10 Å for NH−

2
 and  OH−, but 0.21–0.32 Å for the 

others. These differences should be put in relation to the 
positional uncertainty of the atoms in the structure, which 
according to Cruickshank’s diffraction precision index is 
0.026 Å [27].

Interestingly, the maximum errors are always observed 
for the  Fe2–Fe6 and  Fe2–X or  Fe6–X distances (where X is 
the unknown ligand) and the quantum-refined distances are 
always shorter than in the original crystal structure. This 
shows that the original crystal structure is significantly 
affected by the partly remaining S2B ligand, which makes 
the distances too long (especially the Fe2/6–X distances). 
This illustrates the problem of basing the judgement of what 
structure fits the crystallographic data best on distances from 
the original crystal structures, as done by Bjornsson and 
coworkers [28]. The current approach of re-refining the 
structures, taking into account the dual conformations in 
the active site and using RSZD scores, electron-density dif-
ference maps and strain energies is much more accurate.

Sensitivity of the results

Quantum refinement is a combination of crystallographic 
refinement and QM calculations. A natural question is 
then how much the results depend on the QM method and 
model. We have already discussed how the results depend 

Table 3  Geometry results of the 
ComQumX-2QM calculations 
for the 6FEA crystal structure

Two conformations were used for the QM system. The calculations are the same as in Table 2. Listed are 
the mean absolute deviations (MAD) and maximum deviations from the starting crystal structure in the 
metal–metal and metal–ligand distances
a With Gln-176 rotated so that it interacts with the  OH− ligand with the side chain –NH2 group

His wA nocc Metal–metal Metal–S/O/C

MAD Max MAD Max

N3− HIE 0.1 14 0.010 0.059 0.032 0.321
NH2− HID 0.009 0.043 0.029 0.218

HIE 0.009 0.040 0.029 0.218
NH

−

2
HID 0.007 0.020 0.017 0.088
HIE 0.007 0.018 0.018 0.084

OH− HID 0.005 0.018 0.020 0.109
HIE 0.006 0.016 0.019 0.091

O2− HIE 0.009 0.044 0.027 0.210
OH− HIDa 0.006 0.013 0.019 0.088
NH2− HID 0.1 11 0.009 0.041 0.029 0.213

14 0.009 0.043 0.029 0.218
17 0.010 0.046 0.029 0.224

OH− HIE 0.1 11 0.006 0.017 0.019 0.086
14 0.006 0.016 0.019 0.091
17 0.006 0.016 0.020 0.096

OH− HIE 0.1 11 0.006 0.017 0.019 0.086
0.01 0.027 0.062 0.030 0.070
0.001 0.050 0.111 0.035 0.081
0 0.056 0.118 0.036 0.084
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on the charge and spin state used for the FeV cluster 
(Table S1). In particular, we pointed out that the conclu-
sion that  OH− fits the crystal structure best remained even 
if the charge of the cluster was varied by four units. Struc-
tures with the same ligand, but different charge state, are 
closely similar. For example, the coordinates of  OH−–HIE 
structure with S = 2 and a net charge of − 2 or − 6 differ 
by only 0.05 Å on average, with a largest movement of 
0.14 Å for the OE1 atom of Gln-176. The MADs of the 
metal–metal and metal–ligand distances are 0.009 and 
0.023 Å, respectively.

In Table 4, we present results for the ComQumX-2QM 
 OH−–HIE structure with some variations in the theoreti-
cal method. First, we have used two different DFT meth-
ods. TPSSh was used by Bjornsson and coworkers [28] and 
has been shown to give structures of a similar quality as 
TPSS for the active-site FeMo cluster in the resting state of 
Mo-nitrogenase. From Table 4, it can be seen that TPSSh 
gives RSZD scores similar to those for TPSS: The RSZD 
is slightly lower for the first conformation of Gln-176, but 
higher for the  OH− group. The sum of the RSZD scores 
decreases from 18.3 to 17.9. On the other hand, the strain 
energies are larger, 143 and 21 kJ/mol, compared to 124 
and 10 kJ/mol for TPSS. However, the change in the coor-
dinates is minimal, 0.01 Å for the first conformation and 
the MADs for the metal–metal and metal–ligand distances 
are only 0.003 and 0.005 Å. For the other conformation, the 
differences are appreciably larger, 0.05 Å for coordinates 
and 0.066 and 0.027 Å for the two sets of distances. The 
reason for this is the low occupancy of the second conforma-
tion, which reduces the restraint towards the crystallographic 
data.

If we instead use the B3LYP method, which is known to 
give a quite poor structure of the resting state of the FeMo 
cluster [71], the results are similar: The sum of the RSZD 
scores is 17.5. The MADs compared to the TPSS structure 
are somewhat larger than for TPSSh for the first conforma-
tion, 0.004–0.015 Å, and they have doubled for the second 
conformation, 0.005–0.14 Å. Again, this reflects the stronger 
restraints to the crystal structure for the first conformation.

For both methods, the differences are much lower in 
the quantum-refined structures than if the QM systems are 
optimised without any restraints to the crystallographic 
data (i.e. with wA = 0, implicating a pure QM/MM method, 
with the CNS force field). For example, the MADs for the 
metal–metal and metal–ligand distances for first conforma-
tion then become 0.10 and 0.04 Å with TPSSh and 0.19 and 
0.06 Å for B3LYP. This shows that quantum refinement is 
much less sensitive to the DFT method than QM/MM cal-
culations, because the structure is mainly determined by the 
crystallographic data.

Next, we tested to enlarge the QM system with models 
also of the side chains of Lys-83, Arg-339 and Lys-361. 
These groups were included in the calculations of Bjorns-
son et al. [28] and they partly compensate the negative 
charge of the FeV cluster. From the second part of Table 4, 
it can be seen that this improved the RSZD scores con-
siderably: The sum was reduced from 18.3 to of 12.7, 
using the TPSS method. It is especially the RSZD score 
of Gln-176 that was improved in both conformations, viz. 
to 4.7–5.6. However, the metal–metal and metal–ligand 
distances of the cluster do not change much: The MADs 
are 0.003 and 0.010 Å for the first conformation and 0.026 
and 0.025 Å for the second. On the other hand, the strain 

Table 4  Sensitivity of the results to variations in the method. ComQumX-2QM calculations were performed for the  OH−–HIE structure with 
wA = 0.1 and nocc = 0.14 and the same two alternative conformations as in Table 2

The three first lines were obtained with the standard QM system, shown in Fig. 1, using charges of − 5 and − 6 for the two alternative conforma-
tions (with  OH– and S2B, respectively). In the last three lines, the QM system was enlarged by side chain models of Lys-83, Arg-339 and Lys-
361, giving charges of − 2 and − 3. The MAD columns show the mean absolute deviation of the metal–metal and metal–ligand distances, as well 
as all coordinates, compared to the TPSS structure with the same model, or compared to the TPSS structure with the standard model (TPSS with 
the enlarged QM system). The calculation in the last line was performed with the TPSSh method with the def2-TZVP metal ions, sulphur, the 
central carbide ion and  OH− and def2-SV(P) on the other atoms

Method RSZD ∆EQM MAD (Å)

AC1 AC2 kJ/mol AC1 AC2

Gln His OH Gln His S Sum AC1 AC2 M–M M–L Coord M–M M–L Coord

Standard QM model
 TPSS 9.8 1.2 0.9 6.0 0.1 0.3 18.3 123.9 9.9
 TPSSh 9.0 1.2 1.1 6.1 0.1 0.4 17.9 143.3 21.2 0.003 0.005 0.010 0.066 0.027 0.046
 B3LYP 9.0 1.2 1.1 5.7 0.1 0.4 17.5 223.5 35.4 0.004 0.010 0.015 0.136 0.050 0.095

QM system enlarged with Lys-83, Arg-339 and Lys-361
 TPSS 5.6 1.0 0.5 4.7 0.0 0.9 12.7 208.1 20.4 0.003 0.010 0.026 0.025
 TPSSh 5.2 1.1 0.3 4.8 0.0 0.8 12.2 223.4 20.1 0.002 0.004 0.010 0.064 0.026 0.041
 TZVP 5.5 1.0 0.6 4.8 0.0 1.3 13.2 200.1 17.6 0.004 0.010 0.013 0.066 0.045 0.052



858 JBIC Journal of Biological Inorganic Chemistry (2020) 25:847–861

1 3

energies increased to 208 and 20 kJ/mol. This is quite 
expected, because the QM system has been enlarged and 
three positively charged groups have been added—strain 
energies are comparable only for QM systems of the same 
size.

Finally, we changed the DFT method to TPSSh and 
also enhanced the basis set to def2-TZVP on the metal 
ions, sulphur, the central carbide ion and  OH− (i.e. the 
basis set used by Bjornsson and coworkers [28]), using 
also the large QM system. From the results in Table 4, 
it can be seen that the effect of the change in the func-
tional is very similar to that for the smaller QM system, 
whereas the effect of the change in the basis set is slightly 
larger, although the sum of the RSZD scores deteriorates 
slightly (to 13.2). Consequently, we can conclude that for 
this high-resolution structure, the QM method and basis 
set have quite restricted effect on the final structure. The 
choice of the QM model is slightly more important and it 
seems to be favourable to compensate the negative charge 
of the QM model as much as possible.

Finally, and most importantly, it should be pointed out 
this method dependence is not a disadvantage introduced 
by quantum refinement. Standard crystallographic refine-
ments also depend on the empirical restraints (EMM in Eq. 1). 
This has become such an integrated part of crystallography 
that it is normally not discussed, but for low- and medium-
resolution protein structures it determines the details of the 
structure, i.e. the bond lengths and angles. Therefore, the 
final structure will strongly depend on these restraints. For-
tunately, they are accurate for standard parts of the protein, 
i.e. the amino acids, because it is based on statistical analy-
sis of many high-resolution crystal structures. However, for 
cofactors, substrates and inhibitors less prior information 
is available and consequently, the restraints are much less 
accurate. The same applies to metal sites and for these, it 
is also very hard to construct reliable MM force fields [72] 
and they depend strongly on the charge on the metal and the 
nature of all ligands. In practice, they are often modelled 
simply by a Lennard–Jones potential. Different crystallog-
raphy softwares typically have different approaches to treat 
such hetero-compounds and it is often left to the crystal-
lographer to decide what potential to use or to construct the 
potential himself. Consequently, the result will depend on 
the software and how the potential was obtained, although 
this is seldom discussed. Quantum refinement partly solves 
these problems by employing QM calculations, which are 
appreciably more accurate than MM calculations. The fact 
that the results depend on the charge and protonation state 
used for the calculations illustrates that the method is so 
accurate that these details matter. Quantum refinement partly 
shifts the focus towards these problems, which normally 
are overlooked in standard crystallography, but they are not 
caused or introduced by the method.

Conclusions

We have performed a detailed investigation of the 
recent crystal structure of V-nitrogenase with a putative 
 N2-derived reaction intermediate [27]. The crystallogra-
phers suggested that it shows the E6  (NH−) or E7 ( NH−

2
 ) 

reaction intermediates in the Lowe–Thorneley scheme 
[10–12]. This would be quite sensational as it would set-
tle some important aspects of the highly controversial [1, 
9] reaction mechanism, viz. that one of the µ2 sulphide 
ligands (S2B) dissociates to form a binding site of the 
substrate between the  Fe2 and  Fe6 ions, and that it is stored 
in a binding site, close to the FeV cluster. On the other 
hand, it is quite unexpected that a crystal structure should 
show a reaction intermediate, because they are normally 
very short-lived.

We have used quantum refinement to deduce what 
ligand fits the crystal structure best. This approach can 
be seen as standard crystallographic refinement, in which 
the empirical restraints are replaced by more accurate QM 
calculations for the site of interest (in this case, the full 
FeV cluster with its ligands and the surrounding Gln-176, 
His-180 and Phe-362 residues). Separate refinements have 
been done with different interpretations of the light mono-
atomic ligand, replacing S2B,  N3−,  NH2−, NH−

2
 ,  OH− or 

 O2−. The QM calculations provide information about the 
ideal structure of the cluster with the various ligands, an 
information that is lacking in standard crystallography. 
Thereby, a structure is obtained that is an optimum com-
promise between the crystallographic raw data and the 
QM calculations. Since the crystallographic information 
is fully employed, we can use standard crystallographic 
quality estimates (RSZD score and mFo − DFc difference 
maps) and QM measures (energies and geometries) to 
judge which ligand fits the crystallographic raw data best.

With this method, we show first that  OH− ligand fits the 
crystallographic data best. However, with a single confor-
mation, there are still large volumes of unresolved densi-
ties around the FeV cluster, indicating significant amounts 
of remaining S2B at the cluster and of the non-flipped 
conformation of Gln-176 (estimated to 11–17% by stand-
ard occupancy refinement with Phenix). Therefore, we 
repeated the quantum refinement with our new approach to 
allow for dual conformations in the QM system [50]. This 
gave significantly improved difference-density maps, but 
still showed that the  OH− ligand fits the crystallographic 
raw data significantly better than any  N2-derived ligand.

Thus, our calculations indicate that the crystal struc-
ture shows an  OH−-bound complex [66], rather than an 
 N2-derived reaction intermediate. This agrees with the 
suggestion reached by Bjornsson and coworkers [28]. 
However, our calculations are appreciably more accurate, 
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employing the crystallographic raw data both when obtain-
ing the structures and when judging the various ligands. In 
particular, comparing Fe–Fe and Fe–S distances between a 
crystal structure and QM/MM calculations becomes ques-
tionable when the crystal structure involves dual confor-
mations and therefore actually is a mixture of two different 
states, as was illustrated by the results in Table 3.

Yet, the fact that the crystal structure shows an 
 OH−-bound complex does not mean that the structure is 
uninteresting. It shows that S2B may reversibly dissociate 
from the active-site cluster and that a flip of Gln-176 can 
bring it at a position where it can form hydrogen bonds to 
the reaction intermediates. The implications of these find-
ings remain to be explored.
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