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In brief
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in that, while others have looked into how

the end users and/or the general public

perceive elements of fairness,

accountability, rransparency, and ethics,

it is important to understand how the

people who are involved in the

development of algorithmic decision-

making systems perceive the above

concepts. We approach this through a

study with an international sample of

students coming from fields adjacent to

computing in order to examine their

perceptions on the above topics.
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THE BIGGER PICTURE Fairness, accountability, transparency, and ethics (FATE) in algorithmic systems is
gaining a lot of attention lately. With the continuous advancement of machine learning and artificial intelli-
gence, research and tech companies are coming across incidents where algorithmic systems are making
non-objective decisions that may reproduce and/or amplify social stereotypes and inequalities. There is
a great effort by the research community on developing frameworks of fairness and algorithmic models
to alleviate biases; however, we first need to understand how people perceive the complex construct of
algorithmic fairness. In this work, we investigate how young and future developers perceive these concepts.
Our results can inform future research on (1) understanding perceptions of algorithmic FATE, (2) highlighting
the needs for systematic training and education on FATE, and (3) raising awareness among young devel-
opers on the potential impact that the systems they are developing have in society.
SUMMARY
In this work, we investigate how students in fields adjacent to algorithms development perceive fairness,
accountability, transparency, and ethics in algorithmic decision-making. Participants (N = 99) were asked
to rate their agreement with statements regarding six constructs that are related to facets of fairness and jus-
tice in algorithmic decision-making using scenarios, in addition to defining algorithmic fairness and providing
their view on possible causes of unfairness, transparency approaches, and accountability. The findings indi-
cate that ‘‘agreeing’’ with a decision does not mean that the person ‘‘deserves the outcome,’’ perceiving the
factors used in the decision-making as ‘‘appropriate’’ does not make the decision of the system ‘‘fair,’’ and
perceiving a system’s decision as ‘‘not fair’’ is affecting the participants’ ‘‘trust’’ in the system. Furthermore,
fairness ismost likely to be defined as the use of ‘‘objective factors,’’ and participants identify the use of ‘‘sen-
sitive attributes’’ as the most likely cause of unfairness.
INTRODUCTION

Algorithmic systems are increasingly gaining an important role in

decision-making, deciding on the posts and news we will see on

social media1,2 contributing to regulated areas, such as health,3

prison releases4 and job hiring,5 even moderating education6

and many more. The use of algorithmic decision-making has

prospects to make decision-making more efficient and reli-

able.7,8 It is no longer a worry, but rather a reality, that algorithms

are making non-‘‘objective’’ decisions that may reproduce and/

or amplify social stereotypes and inequalities.9 This type of

behavior can be witnessed in many domains: gender discrimina-

tion has been detected in resume search engines;10 auto-com-

plete search terms can produce suggested terms that could be
This is an open access article under the CC BY-N
viewed as racist, sexist, or homophobic11; image search results

are gender-biased depending on the search term used12 and

racially biased toward Black individuals.13,14 Recent literature

has given us a lot of examples to demonstrate that algorithmic

(un)fairness is a real, complex construct15,16 that affects the

way we live our lives.

There is a great effort by the emerging research community on

developing frameworksof fairness17,18 andalgorithmicmodels to

alleviate biases;19–21 however, due to the complexity of fairness

as a concept, there is a need to understand how algorithmic fair-

ness22–28 and interlinked concepts, such as transparency29–32

and accountability,33,34 are perceived by people.

While related work has looked into how the end users and/or

the general public perceive elements of fairness, accountability,
Patterns 3, 100380, January 14, 2022 ª 2021 The Author(s). 1
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transparency, and ethics (FATE), it is important to understand

how the people who are developing—or will soon be involved

in developing—algorithmic decision-making systems perceive

the above concepts. To our knowledge, this is a gap in the field,

as we have not been able to find any studies that internationally

sample students from fields adjacent to computing in order to

examine their perceptions on the above topics.

To explore how future developers perceive FATE, we conduct-

ed an online survey with students in fields adjacent to algorithm

development who will potentially be involved in the development

of an algorithmic decision-making system. We presented partic-

ipants with three scenarios of algorithmic decision-making sys-

tems describing different contexts and asked them to indicate

their agreement regarding six statements related to the fairness

and justice constructs.25,35 Two of the three scenarios are

context independent of each other and were used to trigger par-

ticipants’ judgment on the use of particular factors used for de-

cision-making. In the third scenario, participants were presented

with the description of a single system and three different cases

of algorithmic decision. The purpose of this scenario was to

examine whether participants’ perception was affected when

presented with different outputs.

In addition, we ask participants: to define algorithmic fairness,

what they see as possible causes of (un)fairness, what they would

do in order to make a system more transparent to its users, and

who would be held accountable if the system behaved unfairly to

somepartsof thepopulation. The last threequestionsareexplored

in the context of a hypothetical recruitment system that the partic-

ipants are asked to imagine they would help develop.

The findings of the first part indicate that, even when partici-

pants ‘‘agreed’’ with the decision made by the algorithm, they

did not believe that the person in the scenario ‘‘deserved the

outcome.’’ Moreover, even when factors used in the decision-

making were perceived as ‘‘appropriate,’’ the overall process

followed by the system was perceived as ‘‘non-fair’’ by the par-

ticipants. In addition, systems that were perceived as ‘‘not fair’’

affected participants’ ‘‘trust’’ in the system. In the third scenario,

participants show a preference for the proportional (‘‘ratio’’) de-

cision, as compared with the other two decisions (giving all the

money to one candidate, splitting themoney equally). Our results

suggest that the level of education can change participants’

understating of the process, their agreement with the decision,

and the appropriateness of certain factors used by the algorithm.

Qualitative analysis shows that future developers, in order to

judge the fairness of a given algorithmic system, will find it essen-

tial to know more information about the factors used and the

process followed in the decision-making, and whether sensitive

attributes (e.g., age, race, gender) were used in the decision.

The qualitative part of our study shows that most of the young

developers defined algorithmic fairness as the selection of

objective/appropriate factors, while a notable portion defined

fairness as the quality of the outcome/decision and the opposite

of biases/discrimination. The use of irrelevant and/or sensitive at-

tributes, such as gender, age, and race, identified as the most

likely cause of unfairness. Regarding ways for increased trans-

parency, the participants overwhelmingly suggested adding ex-

planations of the process and output. Finally, our findings show

that young developers understand that, in the case where a sys-

tem behaves unfairly, the team who developed the system
2 Patterns 3, 100380, January 14, 2022
should be held accountable. Overall, our findings note the

complexity of understanding perceptions of FATE in algorithmic

decision-making even from the developer’s perspective.

Fairness in algorithmic decision-making
Fairness is a complex construct, which is perceived differently by

different actors and people understand it differently and accord-

ing to the context where the system is operating.36 Fazelpour and

Lipton16 followapolitical philosophy lens to stress the complexity

of building fairness inmachine learning (ML) systems that have to

operate in the complex sociotechnical environment. They

emphasize the need for a human-centered perspective when

formulatingmitigation strategies in algorithmic fairness. Similarly,

Leben37 highlights the difficulty in building fairness inML systems

for all protectedgroups in society and thepotential for discrimina-

tion in some cases. Looking at the psychology literature, fairness

is usually studied relative to justice,35whereat times the termsare

used interchangeably. The diversity of people and contexts,

where fairness and justice are studied, call for algorithmic fair-

ness and its impact in society, to be investigated as to how these

concepts are perceived by humans. Thus, usually scenario-

based studies are employed in order to provide study partici-

pants a framing when asked to define fairness.22,25,28,38

Perceived fairness has been investigated bymany,with usually

contradicting results to be reported. In a work-management sce-

nario, thepublic perceive algorithmic decision-making as less fair

than human decision-making even when the decision requires

‘‘human skills.’’25 In a similar manner, in the context of admission

in higher education, university students found algorithmic deci-

sion-making more fair than human decision-making.33 To be

considered as fair, algorithms and systems need to consider so-

cial and altruistic behavior,38 elements that may be difficult to

incorporate in mathematical modeling.10 People tend to rate

models as unfairwhen theyconsider thembiased (and vice versa)

andprefer humandecision-making even if they consider thealgo-

rithmicmodel as fair or unbiased.39 Accuracy is consideredmore

important than equality, while demographic parity (demographic

parity seeks to equalize the percentage of people who are pre-

dicted to be positive across different groups) best represented

people’s understanding of fairness. Certain attributes are not

considered fair when used in defining the outcome of a system

in a certain context,40 suggesting that the use of features and at-

tributes upon which decisions are made are context dependent

aswell as output dependent and canbeperceived as fair or unfair

accordingly.25,41

The continuous exposure of people to algorithmic fairness

makes them more aware of the potential biases in the decision

as well as in the data or the algorithm interaction.42 They seek

more information about how different factors weighted in the de-

cision andwhether an algorithmuses sensitive attributes (such as

race or gender). Different variables—such as the education level

and favorable outcome, as well as development procedures of

the system—have also been proven to affect the perception of

algorithmic fairness.27 In particular, people rate the algorithm as

more fair when the decision is in their favor, irrespective of

whether it appears to be biased toward certain social groups.

In the same vein, Pierson showed that there are gender differ-

ences in perceptions of algorithmic fairness, while demographic

differences contribute to the variability of opinions on fairness.26



Table 1. Descriptive statistics for the variables used in the

analysis

Mean SD

Agreement 2.7232 0.62316

Understanding 3.4798 0.87531

Appropriateness 2.6040 0.75267

Fair 2.6242 0.69062

Deserved 2.5838 0.62966

Trust 2.4788 0.79581
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Education and training play an important role for the society in

general in understanding algorithmic fairness. Students’ percep-

tion of fairness changedafter anhour-long lecture anddiscussion

on algorithmic fairness.26 Education level appears to be an

important predictor for comprehension of fairness, and negative

sentiment is associated with greater comprehension of demo-

graphic parity.43 However, in order for algorithms to become

more fair, developers must be educated and aware of the

possible biases and discrimination that might occur as a result

of the algorithms they develop. They must be able to identify

the source of bias and take the proper steps to overcome it. In

their review of 50 years of work on (un)fairness, Hutchinson and

Mitchell34 propose that current and future work on ML should

be informed by prior work and findings, rather than trying to

generally define a ‘‘fair’’ model. They encourage ML researchers

to dig deeper into topics, define context- and use-dependent

criteria, and question whether all subgroup dimensions can be

served by a single model or if a different approach might be

required.

Transparency and explanations in algorithmic decision-
making
Transparency of algorithmic systems refers to methods for inter-

preting a complex model in a way that the user would under-

stand, while it can act as a mechanism that helps account-

ability.44 The opacity29 of the algorithmic systems called for

different transparency approaches to be investigated by the

community, as a method that might enhance the perceptions

of fairness.45 With ML models being exploited for predicting

sensitive individual information, classifying individuals into cate-

gories, and providing decisions that were previously taken by hu-

mans,46 there is a need for interpreting those models in a way

that the user would understand. Due to the complexity of the

mathematical models that are employed in algorithmic systems,

several methods have been proposed, such as excluding the use

of sensitive attributes in some algorithms44 and providing the

user with visual32 or verbal31 explanations.

In light of the recently drafted General Data Protection Regu-

lation, users of systems that involve automated decision-making

have a right to obtain ‘‘meaningful explanations of the logic

involved.’’ Hence, methods and approaches that will allow users

to understand the output of these opaque and automated sys-

tems in context are needed.47 Meanwhile, users should be

able to understand the possible consequences of applying the

decision in the real world.46 Therefore, explanations should be

informative and easy to be interpreted by the users. Edwards

and Veale48 argue that pedagogical approaches to explana-
tion—explanations that teach how the model works—might be

more promising for the general public than decompositional ap-

proaches—breaking the model down with the risk of trading se-

crets and intellectual property breach. Furthermore, ML tools,

such as debiasing or transparency systems, will also need to

tackle the contextual challenges early on.34

Explaining a system’s decision, though, is not simple. Different

levels of explanation are required depending on context and the

audience, particularly with black boxmodels.48While local expla-

nations focus on explaining a particular output; global explana-

tions explain howa set of outputs emerges fromaparticular input;

and counterfactual explanations attempt to help the users under-

stand how their input could change the output of the system by

resembling everyday human conversation. Studies with users,

however, are ambiguous as to the type and level of explanation

they prefer. Binns et al.22 conducted a study using four different

explanation styles (input influence, sensitivity, case-based, de-

mographics). Their findings suggested that different explanations

styles provide different justice perception. More specifically, they

found that case-based explanations—presenting a case from the

model’s training data, which is most similar to the decision—

affected the judgments of justice negatively comparedwith sensi-

tivity-based explanations—explaining how much the value of a

variable used in the model affects the output. However, they did

not observe thesewhen peoplewere exposed to the same expla-

nation style in different scenarios. Rader andGray1 found that ex-

planations, in any form, help to raise awarenessof how the system

works and recognize potential bias in the system’s output, but

offer little in evaluating the correctnessof theoutput. Explanations

in group recommendations have been proven to improve the

perception of fairness when all or themajority of groupmembers’

preferencesare taken intoaccount,31 emphasizinghowfairness is

subjective to each individual person.

On various occasions, the difficulty of dealing with and ex-

plaining potentially harmful outcomes has been highlighted.

Take as an example the Google photos incident, where a Black

American and his friend were mistakenly labeled by the system

as ‘‘gorillas.’’ Google worked 2 years to ‘‘solve’’ the problem

and the final solution was just a work-around of removing the la-

bel from their lexicon. This shows the difficulties that companies,

such as Google, and by extension their developers, face in un-

derstanding and explaining possible unwanted decisions of their

own ML-based systems. Holstein et al.24 provide some impor-

tant insights on how developers are struggling to find a balance

between fairness in their systems and providing a product for

their companies. They are calling for procedures, processes,

and training on concepts related to FATE for developers who

are already in the business.

RESULTS

Quantitative results
Statistical analysis was employed in order to understand partic-

ipants’ perception of each individual construct for scenario 1 and

scenario 2, and to examine whether their perception changes if

they are presented with the same scenario but a different algo-

rithmic decision (scenario 3).

Similar to previous work,22,35 correlations were found between

all constructs (see Table 1). Although we were expecting that all
Patterns 3, 100380, January 14, 2022 3



Table 2. Pearson correlations for the six constructs of justice

Agreement Understanding Appropriateness Fair Deserved Trust

Agreement Pearson correlation 1 .000 .000 .000 .000 .000

sig. (two-tailed) 1 .401** .365** .319 .222**

Understanding Pearson correlation .413** .000 .000 .001 .027

sig. (two-tailed) 0.000 0.401** 1 0.678** 0.691** 0.535

Appropriateness Pearson correlation 0.682** 0.000 0.000 0.000 0.000

sig. (two-tailed) 0.000 0.365** 0.678** 1** 0.792** 0.703**

Fair Pearson correlation 0.765** 0.000 0.000 0.000 0.000

sig. (two-tailed) 0.000 0.319** 0.691** 0.792** 1** 0.685**

Deserved Pearson correlation 0.795** 0.001 0.000 0.000 0.000

sig. (two-tailed) 0.000 0.222* 0.535** 0.703** 0.685* 1**

Trust Pearson correlation 0.574** 0.027 0.000 0.000 0.000

sig. (two-tailed) 0.000 0.000 0.000 0.000 0.000 0.000
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constructs will correlate, according to the literature on perceived

fairness and justice,35 we were surprised to see that understand-

ing of the process followed correlates with appropriateness of

the factors, and understanding of the process correlates with

deserved outcome (see Table 2).

Perception of fairness constructs
To examine a number of hypotheses regarding participants’

perception of the fairness constructs in scenarios 1 and 2, we

ran a series of Wilcoxon signed ranked tests. Surprisingly we

found significant statistical differences in the participants’ opin-

ions regardingwhether peoplewho agreedwith the decision also

believe that the person in the scenario deserved the outcome

(scenario 1: z = 2.70, p = 0.007; scenario 2: z = 4.043, p <

0.001). In both scenarios there was a considerable number of

participants who selected the more positive options on the

agreement scale, while also selecting the negative options on

the deserved scale, indicating that they agreed with the decision

but the person in the scenario did not deserve the outcome.49

The results show also significant differences between the re-

sponses of the participants in scenario 1 on whether people

who found the factors used in the decision-making process

appropriate will also think that the decision-making process is

fair (z = �3.193, p < 0.001), with participants in their majority

agreeing that the factors used in the decision-making process

were appropriate; however, they do not believe that the deci-

sion-making process was fair. In scenario 2 there was no statis-

tically significant difference between the two scales.49 For both
Table 3. Differences between undergraduate and postgraduate

students

U Z P MU MP

Scenario 1: Understanding 1331 2.07 0.038 3 3

Scenario 3, case B:

Sufficient information

764 �2.48 0.013 0.5 1

Scenario 3, case C:

Agreement

813.5 �2.043 0.041 1 2

Scenario 3, case C:

Appropriateness

795.5 �2.185 0.029 1 2

Scenario 3, case C: Fair 813 �2.06 0.039 1 2
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scenario 1 and scenario 2 we did not get any significant differ-

ences between the people who indicated that the decision-mak-

ing process was not fair and trust to the system’s decision. It was

also interesting to examine whether the different decisions in

scenario 3 (cases A, B, and C) affected participants’ perception

of the constructs of agreement, understanding, appropriate-

ness, fair process, deserved outcome, and trust. A within-sub-

ject analysis using ANOVA repeated measures followed by a

Bonferroni post-hoc test was run. There were significant differ-

ences for Agreement (F(2,196) = 29.272, p < 0.001); Appropriate-

ness (F(2,196) = 17.646, p < 0.001); Fairness (F(2,196) = 30.437,

p < 0.001); Deserved outcome (F(2,196) = 28.751, p < 0.001), and

Trust (F(2,196) = 9.992, p < 0.001) in responses provided by the

participants. Bonferroni post-hoc tests showed that the decision

in case B (proportional outcome) perceived as the most just,

while the decision on case C as the least. Comparing the partic-

ipants’ responses in question Q1 in all three cases in scenario 3,

we observed significant statistical differences (F(2,196) = 15.556,

p < 0.001) with the post-hoc test, revealing that participants felt

that the information provided in case B was perceived as

sufficient.49

Differences between undergraduate and postgraduate
participants
Differences were also found between undergraduate and post-

graduate participants. A series of Mann-Whitney U tests (see Ta-

ble 3) were run to determine if therewere differences between the

two groups on their understanding of the process by which the

decision was made; whether they believe the information pro-

vided was sufficient; whether they agreed with the decision;

whether the factors used for making the decision were appro-

priate; and whether the decision was fair. Scenario 1 was the

only scenario where statistically significant differences in under-

standing were found, indicating that postgraduates understood

the process that the system is following inmaking a decision bet-

ter compared with undergraduates. In scenario 3, case B, we

found that undergraduates found that the information provided

was less sufficient in this case compared with postgraduates,

with statistical significance. In regard to the agreement with the

decision, in caseAand caseBwedid not find any statistically sig-

nificant differences between the two groups. For case C,



Table 4. Themes emerged in scenario 1

Theme Description No.

Missing factors not considering all the

appropriate factors

23

Similar cases comparison with similar cases,

data used to train the model

17

Process procedures followed by the model;

features’ weights

15

Specific information specific value of a factor missing

from the given scenario

9

Human/company

policy

deferring to humans, following

company’s policy

3

Other [falls outside of the

established themes]

7

Table 5. Themes emerged in scenario 2

Theme Description No.

Process procedures followed by the model;

features’ weights

23

Factors consideration of irrelevant factors and/or

missing important factors

15

Age consideration of age in the decision 13

Gender consideration of gender in the decision 12

Other [falls outside of the established themes] 11
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undergraduates appeared to agree less with the decision of the

system compared with the postgraduates. In examining whether

there is a difference in the perception of appropriateness of the

factors considered for the system’s decision in case C, under-

graduates considered the factors used in the system for making

the decision less appropriate compared with the postgraduates.

Finally, there is a marginal statistical difference between under-

graduates and postgraduates in their indication of whether the

decision-making processwas fair in caseC,with undergraduates

considering thedecision-making process less fair comparedwith

the postgraduates. More detailed results can be found at Kasini-

dou et al.49.

Qualitative results
Was the information provided in the scenarios

sufficient?

For Q1, participants were asked whether they had sufficient in-

formation. The free text responses that simply stated a ‘‘yes’’/

‘‘no’’ were excluded from the qualitative analysis. To analyze

participants’ free text responses we used thematic analysis, as

described in the methodology section below.

Scenario 1: 59 participants elaborated on their responses to

Q1, where 6 thematic areas emerged from their responses (Table

4). Most often, participants discussedmissing factors: important

factors about the situation that were not taken into consider-

ation. These included ‘‘context of the day of accident, time,

[weather]’’ (participant 75, p75), ‘‘road infrastructures’’ (p46), ‘‘

[driver’s] attitude [and] her family history’’ (p73), and ‘‘condition

of the car’’ (p91). A large portion of the responses argued that

the algorithm should take into account more information about

the accident (p64, p91) while others wondered ‘‘if there were

any other elements which influenced the decision’’ (p79). Inter-

estingly, some participants evenmentioned the need to consider

other factors even when they indicated they found the informa-

tion sufficient. A few participants, despite the fact that they

agreed that the information provided was sufficient, noted that

‘‘there could be other factors that are potentially more impor-

tant’’ (p71). Out of the 23 responses discussing missing factors:

4 also discussed the similar cases, referring to a need for more

information about the similarities with the other cases (p61); 2

discussed the process/weight of factors with respect to the

‘‘the inner working of the algorithmic decision-making system’’

(p69) and 1 also discussed the human/company policy.
Seventeenof the 59participants referred to the similar cases on

which the prompt said the decision was based. Although the

prompt explicitly stated twice that ‘‘[the] decision was based on

thousands of similar cases from the past’’ and went on to give

one similar case only as an example, participants often remarked

that ‘‘a single example is not enough to adequately explain deci-

sions’’ (p78).Evenwhen theyagreed that the informationprovided

was sufficient, three participants still noted the ‘‘need to specify

that the decision was based on only 1 similar case’’ (p20). Some

participants questioned the exact number of cases in the dataset

(p24), seemingly arguingwhat others explicitly stated: ‘‘If the data

is quite large, I think the decision is trustful’’ (p21).

The third most common theme was the decision-making pro-

cess with a total of 15 responses. Most participants wanted to

know ‘‘how much each factor contributed to the decision’’

(p80). The main idea, shared by the vast majority of the re-

sponses, can be summarized by participant 80: ‘‘Would be inter-

esting to see howmuch each factor contributed to the decision.’’

Some specifically asked, ‘‘I would like to see why Claire is a bet-

ter driver than Sarah. Is it because of the higher percentage of

miles and night drives?’’ (p37) or for ‘‘additional explanation on

how age, driving at night, etc., affects the probability of having

an accident’’ (p68).

A few participants (9/49) wanted specific information which

seemed to be missing from the scenario, such as the ‘‘criteria’’

(p85) or cost (p67) of the cheapest tier, as well as more examples

of similar cases (p24). These participants did not ask about other

factors missing from the scenario, but for the specific values of

factors already mentioned.

The remaining themes received few responses. Three partici-

pants mentioned the need to think about the human/company

policy of the scenario, such as participant 73 who said that a hu-

man being would be able to talk to the driver and better under-

stand the driver’s attitude. Seven responses fell under the

catch-all other category, which includes responses that do not

mention the other themes or responses where the participant

indicated they ‘‘don’t understand the question’’ (p76).

Scenario 2: 52 participants elaborated on their answer, from

which 5 thematic areas emerged (Table 5). The process of the

decision-making, appearing in almost half (23) of the responses,

making it the most often discussed theme. Similar to scenario 1,

most of the responses wondered about ‘‘what makes certain

features less preferable than others’’ (p49). Other responses

commented on specific elements, such as ‘‘age should factor

more into the algorithm’’ (p64), even though the scenario

description did not disclose how much each factor influenced

the decision.
Patterns 3, 100380, January 14, 2022 5



Table 6. Themes emerged in scenario 3 (case A, case B, and

case C).

Theme Description A B C

Specific

information

specific value of a factor

missing from the given scenario

23 9 14

Process procedures followed by the model;

features’ weights

19 10 20

Race/gender consideration of race and/or

gender in the decision

17 20 14

Factors consideration of irrelevant

factors and/or missing

important factors

15 6 10

Other [falls outside of the established

themes]

8 11 9

Same as above same answer as the

previous case(s)

– 15 13
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The second most common theme (with 15 responses) con-

sisted of responses discussing the factors. The vast majority of

the responses asked about and offered other ‘‘important fac-

tors’’ (p46) that the system should consider in this context,

such as health condition (p29, p92), reason of their flight (p28,

p46, p66, p97), and disability status (p37, p78). Some partici-

pants argued that the factors mentioned in the prompt were

‘‘irrelevant to the scenario’’ (p77).

A number of responses specifically mentioned age (13) and

gender (12) in their responses, with 8 responses mentioning

both. While some participants disputed only the use of age

(p58) and gender (p91) in such systems, some argued that

neither should be used to make such decisions (p32, p56).

Some referred to the law, specifying that the use of factors

such as gender and age is ‘‘illegal’’ (p38) and ‘‘breaks lots of

(UK) laws’’ (p62).

Interestingly, one participant (p56) discussed a personal expe-

rience similar to that of the scenario and argued that the decision

should be based on ‘‘the time the checkin was made.’’ [sic].

Eleven responses fell under the catch-all other category as

they did not mention any of the other themes.

Scenario 3: the three cases were analyzed together to

compare the effect of the different outcomes on participants’

perceptions. In addition to five main themes that emerged, the

responses in cases B and C were also coded for whether the

participant made references to their response to an earlier

case (see Table 6). Case A had 56, case B had 46, and case C

had 52 responses that were analyzed.

In case A, the majority of the participants (23 out of 56) asked

about specific information missing from the description of the

given scenario; however, only 9 participants (out of 46) in case

B and 14 (out of 52) in case C discussed this theme.

In cases A and C, most of the participants noted that they

wanted to know the loan repayment rates of the individuals

and how they differed (e.g., p54, case A [p54/A]; p67/C). Interest-

ingly, a few participants also wanted to know the specific loan

repayment rate in case B (where the rate for one applicant was

explicitly stated and the other implied via ratios). The remaining

responses for cases A and C mainly focused on the race and

gender of the applicants, while only one participant mentioned

them for case B (p17).
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Processwas the secondmost common theme incaseA (19/56),

and the most common theme discussed by the participants in

case C (20/52), but was mentioned in only 10 responses (out of

46) for case B.

These responses often noted that there was ‘‘no information

on the decision process’’ (p68/A). Interestingly, for case B, par-

ticipants mentioned the proportional outcome as an indication

of the calculation/reasoning of the algorithm; in contrast, with

the other cases, the outcome was a reason to question the pro-

cess leading to the decision. Some participants wondered about

the influence of the different factors on the final decision, one re-

marking that ‘‘yes [I had sufficient information] but as long as the

parameters are awful [the system] is biased’’ (p20/B). Other par-

ticipants specifically asked about the role of gender and race; in

fact, many of the participants discussing Process also discussed

Race/Gender (7/19 in case A, 5/10 in case B, 6/20 in case C).

Race/Gender was the most common theme discussed in

case B (20/46), and a popular theme in case A (17/56) and

case C (14/52). While some responses simply questioned the

role of Race/Gender in the decision-making process, others

argued that Race and Gender were not relevant to the decision

(p69/B) and should not be taken into account (p71/C). Certain

participants specifically said that the use of these features was

‘‘illegal’’ (p38/C).

Less often, participants made references to other, missing

factors to be considered by the system (8 in case A, 11 in

case, 9 in case C). Among the factors mentioned were the appli-

cants’ ability (p13/A), their job stability (p21/A), annual income

(p46/A), or financial situation (p7/C), and the risks of the business

they proposed (p6/C). One participant argued that the factors are

‘‘not sufficient’’ and that a human is needed to ‘‘analyze the busi-

ness proposal’’ (p70/A).

Overall, 28 responses (8 in case A, 11 in case B, 9 in case C) fell

under the catch-all other category, which includes responses

that do fall under any of the other themes as well as responses

where the participant indicated they ‘‘don’t really understand

all the questions’’ (p50/C).

Defining fairness
In their attempt to provide a definition of fairness (Q4), partici-

pants referred to different concepts. Overall, 12 thematic areas

emerged from the analysis of the participants’ responses (see

Table 7). It comes with no surprise that Objective Factors/Condi-

tions is the most frequently used theme (42 of 99) in the defini-

tions. Characteristically, participant 38 defined fairness as: ‘‘A

computed decision that only factors features of merit and does

not merely find a solution that is optimal but balances it with

one which is egalitarian.’’

While some participants argued that the algorithm should

‘‘take into account all or most elements’’ (p9), others specified

that [the algorithm] ‘‘should only use relevant factors’’ (p85)

with respect to the goal or the system. Out of the 42 responses

discussing Objective factors (Table 8): 13 responses also dis-

cussed the Outcome/Decision referring to the objectivity of the

system’s decision,27 11 also discussed the context25,41 with

respect to the factors that should be considered according to

the system or the environment; and 9 also discussed Biases/

Discrimination as a criterion for fairness20 (see also below).

Two themes each received 24 responses, tying for the second



Table 7. Themes emerged from defining fairness question: Name, description, and frequency

Category Description No.

Objective factors the objectivity and/or appropriateness of

factors

42

Decision/outcome the quality of the decision or outcome 24

Biases/discrimination producing outcomes with/without social

biases or discrimination

24

Context (not) taking into account the different

situations/scenarios of deployment

21

Emotional/moral/ethical/norms (not) considering ethics, emotions, morality,

and/or social norms

18

Demographic characteristics (not) using sensitive attributes (e.g., gender,

race, age)

15

Training data the impact of the dataset/information used

to train the algorithm

13

Methods/rules appropriate feature weights and/or

procedures

13

Explainability/transparency the algorithm/output is explainable,

transparent, and/or understandable

12

Human intervention the (positive or negative) impact of humans

on the system/outputs

7

Disadvantaged groups (not) considering impact on minorities/

disadvantaged groups

4

Other [falls outside of the established themes] 9
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most common theme: Biases/Discrimination and Outcome/

Decision.

Participants often defined algorithmic fairness in opposition to

what is unfair (i.e., Biases and/or Discrimination); ‘‘An algorithm

that is robust to biases’’ (p33), ‘‘It should exclude discrimination

factors’’ (p14). Another participant referred directly to social

biases: ‘‘In particular fair algorithms do not reproduce, magnify

or introduce social biases’’ (p62). One participant called out

the role of the developers of the algorithm: ‘‘programmed by

biased person/group of people based on opinionated criteria

defined by them’’ (p36). One participant took the definition of fair-

ness and directly applied it to algorithms: ‘‘Algorithms being fair?

Idk. ‘Impartial and just treatment or behavior without favoritism

or discrimination’ . by an algorithm’’ (p49).
Table 8. Co-occurrences in defining fairness question

DG HI TD DC D

Objective factors 1 4 3 7 13

Disadvantaged groups (DG) 0 0 1 0

Human intervention (HI) 2 0 1

Training data (TD) 2 2

Demographic characteristics (DC) 2

Decision/outcome (D/O)

Methods/rules (M/R)

Biases/discrimination (B/D)

Explainability/transparency (E/T)

Context (C)

Emotional/moral/ethical/norms (E/M/E/N)

Acronyms on top correspond to the categories in Table 7.
Often, participants directly referred to the quality of the

Outcome/Decision of the algorithm: that ‘‘fair’’ algorithms

should ‘‘make appropriate suggestions’’ (p77), pick the ‘‘most

suitable result’’ (p8), or offer a ‘‘fair solution’’ (p89). Some argued

specifically that there should be ‘‘consistent’’ (p51) or ‘‘repro-

ducible’’ (p70) outputs. While it seemed implied by many, one

participant defined algorithmic fairness in relation to the ‘‘[l]ife

impacting decisions’’ (p36) made by algorithms. Just over half

(13) of the 24 responses discussing the outcome/decision also

mentioned the objective factors. The responses seemed to

imply that the ‘‘correct’’ factors would lead to the ‘‘best’’ out-

comes, sometimes saying it explicitly: ‘‘Should only use relevant

factors. Should have the highest chance of making the best de-

cision,’’ (p85).
/O M/R B/D E/T C E/M/E/N Other

3 9 4 11 3 0

0 0 0 2 1 0

0 3 0 1 0 1

1 3 2 1 2 0

0 9 4 6 2 0

4 5 3 6 5 0

0 1 2 6 0

4 4 1 1

4 3 0

8 0

0
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The third most common theme was Context with a total of 21

responses. The main idea, shared by the vast majority of the re-

sponses, can be summarized by participant 73: ‘‘Algorithmic

fairness is not an absolute idea, but it is relative. [The] same algo-

rithm may not be fair in every social, cultural, and political

context.’’ Others discussed the issue in more specific terms,

such as factors (‘‘for example, an algorithm that measures

healthiness can take sex into account, but an algorithm to mea-

sure credit score shouldn’t’’, p40) or ‘‘the community the algo-

rithm will be used [in]’’ (p37). Some responses went down to

the person-level, arguing that ‘‘[the algorithm] should treat indi-

viduals based on their personal merits/context/situation’’ (p60).

The most common co-occurrence with the Context theme

was objective factors, with 11 responses discussing both

themes. Participants usually made references to factors that

were ‘‘relevant and appropriate for the task’’ (p39), sometimes

specifying that this consideration was ‘‘based on the scenario

[the algorithm is] used for’’ (p77). Some participants elaborated

on this connection, also bringing in the role of Demographic

characteristics: ‘‘Fairness depends on the domain and specific

problem solved. An algorithm is certainly not fair if it bases its de-

cisions on properties unrelated to the actual situation (e.g.,

gender, race, sexual orientation, religion, in many applications)’’

(p78).

From the remaining, Emotional/Moral/Ethical/Norms is a

notable theme with a total of 18 responses. Often co-occurring

with Context (8), this theme includes responses that argue for

defining or judging algorithmic fairness in relation to certain

pre-established concepts or rules. A common sentiment was

that a fair algorithm would make ‘‘the most [ .] ethical choice’’

(p31), ‘‘align itself with [ .] social norms and values’’ (p73),

and/or ‘‘reflect the moral rules of a certain society’’ (p61). A

few participants mentioned finding solutions that are ‘‘egali-

tarian’’ (p38) or ‘‘that could be defended in court’’ (p67).

A number of responses explicitly mentioned Demographic

Characteristics. Some discussed specific identity markers

(most common being gender and race), while others were more

vague, referring to algorithms using ‘‘facts that are not protected

characteristics’’ (p42) or someone ‘‘belonging to [a] specific so-

cial group’’ (p60). One participant referred to these characteris-

tics as ‘‘Factors that are not in people’s control—age, gender,

race, sexuality, etc’’ (p79). Perhaps unsurprisingly, 9 of the 15 dis-

cussing Demographic Characteristics also mentioned Biases/

Discrimination; and, of course, the common thread was that the

bias or discrimination would be ‘‘based on, e.g., demographic

factors’’ (p22), or that the algorithm would ‘‘reproduce, magnify

or introduce social biases’’ (p62).

Participants discussed the information used in the algorithm,

whether as training data or as inputs. Responses ranged from

discussing simply ‘‘numerous data’’ (p6) to having ‘‘good infor-

mation with a clear basis’’ (p50). The former group sometimes

referred to ‘‘hav[ing] enough information to judge’’ (p16), or to

‘‘keeping in mind all the available data’’ (p90) or similarly, that

the algorithm has been ‘‘pre-trained on a correct dataset with a

large number of cases’’ (p92). One participant gave a thoughtful

response referring to proxies in the dataset reflecting structural

biases toward certain social groups50: ‘‘Primarily it is important

to me that nobody is discriminated based on characteristics

that are not subject to human action (like gender, race, national-
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ity, ethnicity). However, the problem is that, due to past discrim-

ination, action-related characteristics also allow conclusions

about non-action-related characteristics.’’ (p69).

Participants sometimes referred to the Methods/Rules of the

algorithm, arguing for giving factors/variables ‘‘the appropriate

importance’’ (p46). 6 of the 13 responses discussing Methods/

Rules of the model also discussed Emotional/Moral/Ethical/

norms. The responses ranged from discussing ‘‘ethical’’ deci-

sion-making (p91) based on ‘‘the rules that are fixed and

accepted by the public’’ (p19) to arguing for selections ‘‘without

emotional and moral judgment’’ (p3).

Some responses defined algorithmic fairness in relation to the

explainability/transparency of the decision and/or process. The

definitions varied quite often, discussing the need for ‘‘[a]lgorith-

mic decisions [to be] made in an explainable, transparent way’’

(p39). While some participants wanted this transparency to

‘‘make the process clearly understandable and contestable to all

the stakeholders’’ (p73), other participants wanted the transpar-

ency to ‘‘mak[e] it as clear as possible to the user how decisions

are made’’ (p63), including the role/weight of factors especially

in the case of contested factors such as gender/race (p68).

For other participants, the decisions themselves needed to be ‘‘

[j]ustifiedwith an explanation that is understandable and rational’’

(p58), some elaborating that this ‘‘allow [s the decision] to be

judged in light of fairness’’ (p22). Only one participant discussed

concrete methodology to achieve algorithmic fairness through

‘‘the use of a general argumentative framework that combines

the knowledge base (a set of rules and input data) and preference

reasoning’’ (p91).

The remaining themes received few responses. The human

intervention theme appeared only in seven responses; some re-

sponses cited unwanted human intervention as a reason to

employ a fair algorithm (p2), while other responses referred to

human intervention in the creation of algorithms as a source of

unfairness (p36), as well as other ideas. The least common

theme, disadvantaged groups, received only four responses.

Nine responses fell under the catch-all other category, which in-

cludes thoughtful responses that do not mention the other

themes (such as ‘‘in my opinion we don’t have to concentrate

whether an algorithm is fair but whether an algorithm is unfair’’,

sic, p34).

Consideration of fairness
When askedwhether theywould consider fairness in their system

(Q5), most of the participants (66.7%) responded affirmatively

(4–5), 19.2% indicated that they would not consider fairness

(1–2), and 14.1% seemed undecided (3). In line with our instruc-

tions—to answer the following question only if the participant

selected 3–5—only 81 out of the 99 participants answered the

question about choosing a part of the system to focus on (Q6),

in order to promote fairness. As a reminder, the participants

were also asked to explain their choice using free text (Q7).

The majority of the respondents (37 out of 81; 46%) chose to

focus on the Training data. Some participants justified their

answer on that the Training data are ‘‘the most important factor

in the algorithm fairness’’ (p2), ‘‘essential in order to create and

understand scenarios algorithms’’ (p55), and ‘‘more useful and

reliable, as all we do in next parts all depend on the data

we use’’ (p21). Furthermore, participants discussed that ‘‘[a]ny



Table 9. Themes emerged from sources of unfairness question: Name, description, and frequency

Category Description No.

Sensitive attributes the use of irrelevant and/or demographic

factors, such as gender, race, age

60

System/model the procedures followed by the model;

features weights

29

Dataset the dataset/information used for training the

model or as input

19

Human influence the impact of humans on the system (such

as social biases)

8

Other [falls outside of the established themes] 15
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algorithm merely perpetuates the bias of its creators and the

data it is fed’’ (p76) and that ‘‘[b]iased data will lead to problems’’

(p62). ‘‘Machine learning algorithms learn based on the training

data’’ (p40), if the training data are biased then the algorithm

will be biased (p40, p42, p68). Others discussed that they would

collect more training data (p22, p93) and they would remove sen-

sitive attributes (p39, p40, p69) to ensure an unbiased dataset.

One particular participant who chose to focus on Data also

mentioned ‘‘modeling the algorithm also Needs to be done in a

fair way, and there Needs to be an Explanation on why one appli-

cant was rejected (Output)’’ (p68).

Twenty-six participants (32%) mentionedModeling Algorithm.

Some participants explained that they chose the Modeling Algo-

rithm since they can control input and data through the algorithm

(p28, p41) by ‘‘set[ting] which factors are more important than

others’’ (p46) and generally can ‘‘decide how to interpret and

act upon [the data]’’ (p51). Others explained that ‘‘[r]emoving

the data might not remove the unwanted bias’’ (p58); but ‘‘biases

can be removed (or at least reduced) from input and training data

via pre-processing or careful selection of rules’’ (p78). Some par-

ticipants discussed that Modeling Algorithm is the most impor-

tant part of the process to ensure unbiased algorithms (p37,

p57), ‘‘[it] gives the greatest flexibility to tune toward fairness’’

(p60) since data cannot be changed (p54, p92).

Thirteen participants (16%) selected the Input that the user

provides to the system as the part of the process on which

they would focus. The main idea behind their choice is ‘‘by re-

stricting the input categories to only those which should be

considered (i.e., not considering the "protected categories"—

gender, age, ethnic background), we ensure at least some basic

fairness’’ (p67). Some others discussed that they would focus on

both the Input data and the Modeling Algorithm (p91) by ‘‘disre-

gard[ing] discriminating factors, such as age and race’’ (p56). On

the other hand, some participants discussed the need for more

information to make the algorithm fair (p13, p15, p82).

Only 5 out of the 81 respondents (6%) said that they would

focus on the Output, suggesting that the ‘‘[r]esults are the most
Table 10. Co-occurences in cause of unfairness question

DS SM HI Other

Sensitive attributes 9 14 3 3

Dataset (DS) 10 4 0

System/model (SM) 5 0

Human influence (HI) 0
important part of the data model’’ (p3) and that they ‘‘would focus

on explaining the output to the user’’ (p63), ‘‘so that a human can

identify potential biases/short sighted learning behavior’’ (p80).

Causes of unfairness
When asked to ponder potential causes of ‘‘unfairness’’ in the hir-

ing decision-making system described (Q9), the majority of par-

ticipants discussed one or more of four themes (see Table 9).

The most often discussed theme was Sensitive Attributes, ap-

pearing in 60 responses. These responses made references to

specific characteristics of job applicants—such as gender, ethnic

background, and age—and often framed the unfairness in terms

of discrimination based on these factors: e.g., ‘‘If decisions were

based on gender, age, ethnic background’’ (p58). A large portion

of the responses explicitly discussed characteristics—with

gender, ethnic background, and age appearing muchmore often

than other characteristics in the provided scenario—but at times,

participants simply made references to ‘‘protected’’ (p52) or ‘‘un-

relevant’’ (p2) factors. A few participants discussed factors that

were relevant, such as skills and competency, and stated any

factors falling outside of determining those would ‘‘cause unfair-

ness in output’’ (p27).

While some participants believed unfairness came from

choosing to consider these factors at all (‘‘Gender and Ethnic

background shouldn’t be considered by the algorithm,’’ p40),

others referenced the impact of the factors on the process or

the final decision (‘‘high weight on ethnic background, age, or

gender,’’ p57). The latter group makes up the 14 co-occurrences

of Sensitive Attributes and System/Model as seen in Table 10. A

smaller groupof responses (9) includeda reference to thedataset,

often bringing up the biases embedded in historical data50; for

example, participant 98 pointed out: ‘‘When using historical

data to build a model, the model could discriminate based on

gender or ethnic background. This is because there was and still

is to some extent, unfair representation of people of all genders

and racial backgroundsonmostsectors, especially the ITsector.’’

Twenty-nine responses discussed the System or Model itself

as a cause of unfairness. While a lot of responses discussed

the lack of/inappropriate weight on factors as described earlier,

a few responses blamed ‘‘[t]he design of the system’’ (p14) or

simply proposed [most likely a lack of] ‘‘reliability’’ (p83) as a

possible cause for unfairness.

Out of the 19 responses mentioning some part of the Dataset,

those that did not discuss the Sensitive Attributes or System/

Model usually discussed having too little data (p12) or specifically

having ‘‘[n]ot enough trainingdata’’ (p24).Othersmade references
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Table 11. Themes emerged from transparency strategies question: Name, description, and frequency

Category Description No.

Explanation of the algorithm explaining the process followed by the

system; how the factors were used/

weighed

53

Explanation of the output explaining the output to the user; why a

specific decision was made

25

Training data using the training or output datasets to offer

transparency

4

Auditing the algorithm analyzing outputs or model 3

Documentation a system report/document available to the

public

3

Do not know participant does not know what to do to

make the system more transparent

14

Nothing participant would do nothing to make the

system more transparent

9

Other [falls outside of the established themes] 7
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to ‘‘The data collected, or the training data used for training the

model’’ (p90) without specifying what may be causing unfairness

within this data. One participant interestingly made a reference to

potentiallymaliciousHuman intervention in theDataset, aswell as

the information security of the System/Model: ‘‘Some users have

provided false information, or the system has vulnerabilities that

have not been detected before’’ (p15).

Seven responses simultaneously discussed Sensitive attri-

butes, Dataset, and System/Model, usually framing unfairness

through inappropriate weighing of sensitive attributes found in

the Input data (e.g., p43). Two responses discussed all four

themes, mentioning that the weight of these factors (p38)—or

how the outputs of the models are perceived/used (p69)—is

the responsibility of people creating the algorithm.

Transparency strategies
In the responses discussingways tomake the systemmore trans-

parent (Q8), 8 themes emerged (see Table 11). Participants often

discussed explanations of the algorithm/model (53 responses)

and explanations of the output (25 responses), with some re-

sponses (13, see Table 12) in the overlap of these themes. Many

responses made a vague reference to ‘‘add[ing] and explanation

of the process’’ (sic, p26) or ‘‘explain[ing] the main steps’’ (p84) in

order to make the system more transparent. However, quite a

few participants specified their hypothetical strategy, such as

makingexplicit the factorsand theirweightswithin themodel (‘‘dis-

playing the different factors of the decision and howmuch weight

they had’’, p63), applying explainability measures (e.g., ‘‘counter-

factuals,’’ p54; ‘‘PCA’’/principal-component analysis, p38; ‘‘deci-

sion trees,’’ p90; ‘‘radar graph for each user,’’ p43), or allowing
Table 12. Co-occurrences in transparency question (only other/

nothing co-occur once, from those not shown)

EA TD

Auditing the

algorithm

Explanation output 13 3 1

Explanation algorithm (EA) 2 2

Training data (TD) 0
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the decision-making process to be contestable/malleable (p73).

These explanation strategies, especially when elaborated upon,

often overlapped with explanations of the Output.

The responses that suggested explaining the output—which

did not discuss explaining the algorithm/model as described

above—often discussed showing previous inputs and outputs

similar to the case in question (p95) or disclosing the full set of

outputs such that each output can be judged in relation to others

ranked similarly (e.g., p75, p17).

Four participants suggested using the training data to make

the system more transparent. They discussed the ‘‘validation

of training data’’ (p65) and explaining the output based on its

similarity to cases in the training data (p75, p76, p92). Only three

responses discussed auditing the algorithm/model, either sug-

gesting a ‘‘dedicated algorithm for data tracking’’ (p15), an anal-

ysis of the outputs (p21), or explanatory audit strategies (‘‘The

process leading to the output should be displayed; the means

of doing this would depend on the algorithm (ex. a decision

tree, the list of relevant propositions, etc.),’’ p51). In a similar

manner, three responses suggested documentation for added

transparency, establishing ‘‘[m]ore effective communication’’

(p16) or ‘‘system report [that] can be posted online’’ (p4).

A few participants thought about the strategy for explaining

the system/model more fundamentally, suggesting choosing a

more explainable algorithm to begin with: ‘‘with the current

state of the art I would avoid the more black box ML ap-

proaches like neural networks and favor models with a clear

structure, like decision trees and Bayesian networks’’ (p60).

However, the participants did not always seem confident that

it would be an efficient system or that there were other paths

to transparency (‘‘I would try choosing an algorithm that is

easier to interpret while still having adequate performance.

Not sure what I would do if that didn’t work,’’ p40). Some par-

ticipants, while inclined to make the system more transparent,

seemed disillusioned with the ‘‘unexplainable’’ nature of many

ML systems: ‘‘I would, but I know that this is a difficult thing

to do. Not even computer scientists are able to fully understand

their ML systems and the resulting decision-making process.

So how can other people?’’ (p69).
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Similarly, seven participants said they didn’t know how to

make the system more transparent, while nine participants

explicitly said they wouldn’t do anything. Out of the nine saying

no, three elaborated on their answer: one stated the user ‘‘just

need[s] to know the outcome’’ (p18), one was worried that ‘‘if

[the system] was transparent, there must be someone try to

cheat’’ (sic, p5), and another refused the system’s use in this

context completely (‘‘No because people don’t trust algorithm

and they shouldn’t. The manager should rely on his experience

not the algorithm,’’ p66).

Accountability
The last part of the study examined the concept of accountability

and how the participants perceive it. Most of the participants

(75.7%) agreed with (4–5 on the Likert scale) the statement

that ‘‘their team’’ would be held accountable, compared with

38.4%who agreed that ‘‘the system’’ would be held accountable

and 6.1% who agreed that ‘‘neither the system or my team’’

would be held accountable (Q9).

In the free text explanations of their choices (Q10), partici-

pants remarked that ‘‘the team creates the system so that the

team should be held accountable’’ (p1) and that ‘‘since the sys-

tem was built by me and my team, as part of the team I should

take fully responsibility on this occasion’’ (p7). In a similar tone

participant 46 noted ‘‘The system just makes it much quicker

and simplified but the code behind it is written by the team

developing the algorithm, the system provides the output by us-

ing the steps that is programmed to follow, no blame on the

system.’’

Some participants justified their view that the team would be

held accountable with the fact that the system is not autono-

mous, and instead a human chooses the attributes/factors that

the system uses to make decisions. Some participants wrote

thoughtful (relatively) lengthy answers that were very clear on

this point: ‘‘You can’t blame a system. It works how it’s de-

signed. Not sure if it’s my team’s fault though, it depends on

whether the higher-ups enforced what attributes to use. Why

rank gender and ethnicity if not because you plan to discrimi-

nate?’’ (p49); ‘‘The system would have made the decisions.

However, the factors were only considered as the system was

programmed to consider them.’’ (p70); ‘‘It makes no sense to

hold the system accountable for the decisions. At the end of

the day, humans programmed the system, whether it was devel-

oped as a black box using historical data or not, the humans

should be held accountable by not properly tuning the parame-

ters of it to be less discriminatory.’’ (p98).

An important aspect indicated by participants is the ‘‘black

box’’ nature of decision-making systems and how this makes it

difficult to decidewho is to be held accountable in the case of un-

fairness. Characteristically, one participant wrote: ‘‘Depends on

how closely people can look at the system. If it were just specu-

lation based on the end result without looking at the system

directly it may be hard to judge (hence less likely to be held

accountable).’’ (p48). A participant also commented on the suit-

ability of ML how these are employed for solving complex prob-

lems ‘‘Machine learning algorithms are a mostly bad solution for

very complex problems.’’ (p66). Finally, participant 98 (above)

also touches the opacity of these algorithmic systems but still

believes the team is responsible for any unfair outputs.
Other participants felt that both the team and the system

should take the responsibility mainly since there must be a com-

pany behind the system: ‘‘My team developed the system—

hence it is our responsibility. Considering AI, the system is clearly

accountable as well, but possibly due to design, data or other

developer issues.’’ (p24). Another participant pointed out that

‘‘Ultimately it is the system, which is at fault; however institution-

alizing blame leads to deflection (i.e., try suing a corporation

versus suing a person), and my team would therefore have to

be held most accountable for what has happened.’’ (p39). On

the other hand, some participants sharing this opinion felt that

the humans should be accountable for the unfairness of the sys-

tem. ‘‘It is our responsibility to create fair systems.’’ (p71). ‘‘Both

the system and the team is at fault, since the "Fairness" was

coded by the team.’’ (p89).

DISCUSSION

In this study, we seek to better understand future developers’

perception of topics related to algorithmic fairness, transparency,

and accountability. To do that we provided participants with a

questionnaire where their knowledge and previous training, with

respect to topics related to algorithmic fairness, were recorded.

We investigated the relationship between six constructs related

to fairness and justice22,35 in algorithmic decision-making: agree-

ment with the decision, understanding of the decision-making

process, appropriateness of factors considered, fairness of the

decision-making process, whether the individual deserved the

outcome, and trust in the system’s decision over a human’s.25

In addition, participants were asked to define algorithmic fairness

in their own understanding and given a scenario of an algorithmic

system, to report what could be possible causes of unfairness,

whether they would consider methods for algorithmic transpar-

ency, and their responsibility toward accountability, in case the

system behaves unfairly to some parts of the population.

Level of education, knowledge, and training on fairness,
accountability, and transparency
The results emphasized that soon-to-graduate and postgrad-

uate students with degrees in ML, Computer Science, Data Sci-

ence, etc., lack the necessary knowledge in topics related to

fairness in algorithmic systems. Our finding that students coming

from different parts of the world lack knowledge on these topics

is one of the most important findings in this work and adds on

previous research,24 reflecting the need for incorporating semi-

nars, modules, and training courses in computing-related de-

grees. Educating current and future developers is an important

step in the process of developing more fair AI systems.

This may be partly due to the lack of formal training in topics

related to FATE, which the majority of our participants never

received. Previous work26 reported evidence of statistically sig-

nificant changes in perception and attitudes of students toward

algorithmic fairness and transparency just after an hour of lecture

and discussion. However, it must be noted also that the propor-

tion of participants who claim to have very little knowledge is

lower than the proportion who have never received formal

training; some participants may have found information on

FATE elsewhere or overestimated their knowledge in the area

out of personal interest.
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As was expected we found differences related to the partici-

pants’ level of academic education. Postgraduate students ap-

peared to understand the decision-making process and state

that they were not sure whether the information provided for

this scenario was sufficient, compared with undergraduates.

This shows the experience that postgraduate students have

over undergraduates especially as was reflected in the free

text replies.49 Postgraduate students appear to have understood

the system well enough to be able to challenge the factors,

values/weights, and the model overall. Three more differences

were observed between these groups in the case where all the

loan amount was given to one individual. Postgraduates tended

to (1) agree with the decision of the system, (2) find the factors

used appropriate, and (3) find the decision process fair, more

so than the undergraduates.

Clearly, education has a great role to play in affecting the

development of fair algorithmic decision-making systems. Pier-

son26 reported evidence of statistically significant changes in

perception and attitudes of students toward algorithmic fairness

and transparency after just an hour of lecture and discussion.

Thus, in order for future algorithmic decision-making systems

to be fair, we need to ensure that the people developing them

are aware of concepts related to FATE in algorithmic systems.

They also need to be aware that the systems they are developing

have an impact (positive or negative) to the society.

Perception of fairness constructs
Aligned with previous work25,40,41 we found that factors are

context and output dependent, something that is also obvious in

our qualitative analysis. Results showed that, in the case that inap-

propriate (scenario 2) factorswere involved in thedecision-making

process—specifically age and gender—participants were reluc-

tant to believe the process was fair. This finding confirmed our ex-

pectations and are in line with other work,39,51 that people who

believed the decision-making process was not fair would also

not trust the system’s decision more than a human’s decision.

Looking closer at the way different outcomes can affect the

perception of fairness and justice in algorithmic decision-making

systems, our results for scenario 3 showed that dividing re-

sources proportionally (based on a factor considered relevant)

was perceived as more fair than dividing the resources equally,

which was still more fair than giving all resources to one individual

over another. Our finding alignedwith another report,40 where the

‘‘ratio’’ decision was found to be more fair than the ‘‘equal’’ deci-

sion, supporting thus Liu et al.’s calibrated fairness52 instead of

the ‘‘treating similar people in a similar way’’ approach.18

Regarding the (lack of) information/explanations provided in

the scenarios, participants indicated the need for more concrete

examples (e.g., how gender, race, and/or loan repayment rate of

the individual is taken into consideration in the decision-making

process) so they can judge the process, the decision, and their

fairness better. Therefore, for developers to enable full judgment

of an algorithmic process, it may not be enough to give informa-

tion about the process in the abstract but provide concrete de-

tails about the cases involved.15

Algorithmic fairness
Overall, we can see that algorithmic fairness is subjective for

each individual. Previous work15 emphasizes that algorithmic
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fairness is not a construct that is easily defined. Many students

felt that algorithmic fairness had to do with the factors within

the model; how they were selected or related to the objective

of the system. Objectivity, objective factors, and ‘‘egalitari-

anism’’ as it is referred by a number of the respondents, aims

at leveling the opportunities for people in the society rather

than providing equal share to everything. This is a concept that

has been discussed in previously15,16,53 with respect to algo-

rithmic fairness.

One sentiment kept emerging, even if participants used

different combinations of themes to state it: algorithmic fairness

is often defined in opposition to discrimination based on demo-

graphics, which can be seen in the (use of) outputs by algorithmic

systems. This can be observed quantitatively from how often the

Biases/Discrimination, Outcome/Decision, and Demographic

characteristics themes (co-)occurred. Participants in this study

are more likely to be familiar with reports on media about algo-

rithmic systems behaving unfairly to certain populations, such

as the COMPAS recidivism risk calculation algorithm,53 Google

Photos’ ‘‘gorilla’’ tag mistakenly applied on photos of Black peo-

ple,15 and the gender- and race-biased gender inferences in

facial analysis algorithms (reported in Gender Shades54 and

covered by the documentary Coded Bias),22 which increase

awareness of algorithmic discrimination based on demo-

graphics. In fact, participant 34, whose response could not be

clustered under the themes we determined, was explicit in this

choice of framing: ‘‘in my opinion we don’t have to concentrate

whether an algorithm is fair but whether an algorithm is unfair.’’

Context appeared to be usually associated with fairness,

implying that algorithmic fairness is not a metric that is detached

from the real situation it is deployed in. There has been a discus-

sion by scholars on the importance and challenges of represent-

ing context when designing the algorithmic model25,41 that will

drive a system. Our participants, intentionally or unintentionally,

have also identified this relationship.

We were not surprised to see that some respondents empha-

sized the role of Human intervention in the process, emphasizing

the role of the developer and the possibility of their individual

biases transferred into the algorithmic model through rules

and/or the training data. Practitioners who were interviewed in

previous work24 also emphasized the need for introducing diver-

sity in development teams toward mitigating unfairness in ML

systems, as well as the need for approaches that will steer

more diverse training datasets, in order to minimize biases

passed into the system and amplified.11,55 Consistent with pre-

vious work,24,34 respondents selected the Training data and

the Modeling algorithm as the most important components

they would focus on for making the system more fair. They

emphasized that potential biases and discrimination will be

learnt by the system if such exist in the training data, and the po-

tential impact they or the team developing a system can have on

eliminating the biases.

Interestingly, much fewer participants made references to

Emotional/Moral/Ethical/Norms than we expected, with only

one response relating to law. Moral, Ethical, and Emotional con-

siderations in the respondents’ definitions were rightfully co-

occurring with context. Work in philosophy56,57 is exploring the

relationship between the concepts of this theme and algorithmic

decision-making however, context as well as cultural norms are
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dimensions that cannot be disconnected from the discussion.

Even within these responses, the attitude toward how norms

should be treated was not consistent: some participants felt

that the system’s Method/Rules should respect and align with

established norms, while others felt that fairness can be

achieved when we have separated the algorithmic process

from those norms.

Causes of unfairness
When describing the potential causes of ‘‘unfairness’’ based on

the scenario of the hiring decision-making system, a notable

portion made references to the role of attributes relating to de-

mographics and other ‘‘sensitive’’ characteristics in the system’s

decision. This is consistent with their responses on defining fair-

ness where the majority made references to objective factors

and those that have been focused on for analyses in the most

prominent research in the field of fairness, accountability, and

transparency [of algorithms].54,58,59 Maybe the respondents, be-

ing students, were more familiar with those through the aca-

demic and scientific literature. Consistent with their definitions

on fairness, participants discussed the (input and/or training) da-

tasets as potentially a main cause of unfairness in the system

described, implying or explicitly discussing having more or ‘‘bet-

ter’’ data as a solution to unfairness. This may reflect the belief

that MLmodels, as based onmathematical methods, are neutral

and that biases only enter the system through datasets which

reflect social phenomena.

Transparency
Explaining the algorithm/model was the most preferred strategy

for Transparency, although some responses opted (also) for ex-

plaining the output/decision. Students showed awareness of

specific methods for explanations, often offering transparency

with respect to the feature selection and weights. As seen from

their definitions of fairness with respect to—and theories on

causes of unfairness in—algorithmic systems, features/factors

are considered a critical part of making the process and its re-

sults ‘‘fair.’’ The participants offering explanations about the

output only often suggested disclosing cases that were similar

to the user’s case, whether it be from the training dataset or

the full set of outputs. This may indicate awareness of the

complexity of ML systems and a desire to make the explanations

more understandable to the non-expert users.

Very few responses discussed audits of the model as a mea-

sure of transparency. Audits are often used in the research com-

munity to examine the system’s treatment of data from different

groups of people.54,58,59 Audits were an important part of the

discussion with practitioners in previous work,24 where respon-

dents were requesting for methods and procedures for perform-

ing system-level audits in amore systematic way as an approach

toward fairness. This shows that experience acquired by practi-

tioners allowed them to appreciate other methods of transpar-

ency, compared with the students in our sample, who lack

knowledge, training, and experience in the topic. This may point

to a heightened awareness of unfairness with a lack of knowl-

edge regarding solutions.

Finally, the majority of the participating students agreed that

their team should be held accountable. This is promising as it

may be an indication that the future generation of developers un-
derstands their responsibility of delivering ‘‘fair-behaving algo-

rithms’’ to their users—and the possible consequences in case

the system they develop behaves unfairly to some parts of the

population. This is also evidence toward a direction of holding hu-

mans more accountable for algorithmic unfairness, rather than

blaming AI and algorithms alone.60 Furthermore, they believed

that, whatever the system produces, it does so because the

teamchose toprogram it thatwayor the trainingdata carry certain

societal stereotypes.This lineof thinkingoftenmusedon the retal-

iation measures available in the case of unfairness, such as legal

action. However, interestingly, participants often remarked that

when the system is opaque, it may be difficult to determine who

is accountable for the unfairness in the case of unfairness. There-

fore, theremaybea linkbetween the level of transparency and the

accountability of a system, which warrants further research.

Limitations
Limitations of our study should be noted when interpreting this

work. First, the participants of this study were students in

computing-related degrees; hence, their responses should not

be generalized to the general population. Second, since we did

not have equal representation of the participant’s program and

country of study, we did not run any comparative statistical anal-

ysis based on these parameters. At this stage, our focus was to

explore their perceptions and understanding rather than quanti-

tatively compare their responses. Future work should try to

gather a larger number of participants in a similar study and un-

derstand possibly also the cultural differences that might exist

between countries, race, gender, etc. Finally, while interpreting

our analyses, it must be noted that the frequencies only indicate

whether a certain theme was mentioned or not; we did not

analyze how often the theme was discussed as a positive or

negative influence on algorithmic fairness. The most common

threads in the responses are not the only kind; what one partic-

ipant considers a crucial part of fairness may be the same thing

another participant considers a barrier to fairness. Future work

needs to examine algorithmic fairness from this lens.

Concluding remarks
Algorithmic decision-making systems are becoming very popu-

lar, prompting us to rely more and more on their decisions, with

potentially serious consequences for the affected social groups.

Developers have an important role to playwhen they are called to

develop algorithms that will drive these decisions. Most impor-

tantly, we need to understand how developers perceive FATE

in the systems they develop, which will potentially decide on

behalf of a human, and on some occasions for matters with

real social impact.

This paper provides some insights on how future developers

perceive algorithmic FATE in algorithmic decision-making. It

suggests that their level of academic education has a role to

play in their understanding of the decision-making process, as

well as their critical thinking on the factors and the decision-mak-

ing process involved. Despite the calls for increased education

on ‘‘ethical’’ development of technology, the majority of our par-

ticipants have not taken any training or courses on the topic, and

therefore do not consider themselves knowledgeable about

algorithmic fairness. We find there is a need for systematic edu-

cation on algorithmic fairness.
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Factors that are employed are context and output dependent,

and appropriate factors might not presuppose the fairness of the

decision-making process. Future developers in our sample were

in favor of a ‘‘ratio’’ decision rather than the others provided. We

hope that this work will act as a starting point for understanding

the concept of fairness from the developer’s perspective instead

of the user/person affected, in order to inform policies, proced-

ures, and guidelines for the respective industry.

EXPERIMENTAL PROCEDURES

Resource availability
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Further information and requests for resources and reagents should be

directed to and will be fulfilled by the lead contact, Styliani Kleanthous

(styliani.kleanthous@ouc.ac.cy).

Materials availability

This work did not generate any newmaterial other than the results presented in

this manuscript.

Data and code availability

This work did not generate any data and/or code that could be made available

to others.

Methodology

To understand how future developers, perceive FATE in algorithmic decision-

making, we conducted an online survey that ran between September 2019 and

May 2020. Participants were asked to fill in an online questionnaire that had

two parts embedded. The first part focused on examining the participants’

perception in terms of different constructs related to ‘‘justice’’ as described

in Colquitt and Rodell.35 The second part focusing on the participants’ under-

standing of topics related to FATE in the context of a specific scenario.

Participants were presented with three scenarios where algorithms made

decisions that influenced humans. Scenarios were adopted from previous

work and the context of the scenarios describe cases that most adults have

experience with, or they are aware of.34,40 Two of the three scenarios were

used to trigger the participants’ judgment on the use of particular factors

(e.g., demographics) considered for decision-making and explanations of

the decision given. In the third scenario, three different decisions were pre-

sented with the purpose of examining whether participants’ perception

changes according to different outcomes.

Scenario 1: a car insurance company’s premiums dynamically priced,

based on personal details and driving behavior. This scenario was adapted

from Binns et al.22

Scenario 2: passengers on overbooked airline flights being automatically

selected for rerouting: Airline X is using a system for automatically select-

ing and rerouting passengers on overbooked flights based on the passen-

ger’s marital status, number of children the passenger has, whether they

are part of a group booking, and their age and gender.

Based on the above information the system decided to reroute Frank, who

was single, traveling alone, and was a 55-year-old male, instead of Lisa,

who was single, traveling alone, and a 35-year-old, female.

Scenario 3: applying for a personal financial loan. This scenario was adapt-

ed from Saxena et al.40

There are two candidates, person A and person B, they are identical in

every way, except their race and loan repayment rates. Both of them

have applied for a $50,000 loan to start a business, and the loan officer

only has $50,000.

Case A: taking into consideration the gender, race, and individual loan

repayment rate, the system decided to split the money 50/50 between

the two candidates giving $25,000 to person A and $25,000 to person B.

Case B: taking into consideration the gender, race, and individual loan

repayment rate, the system decided to give person A $31,818, which is

proportional to that person’s payback rate of 70%, and give person B

$18,181, which is proportional to that person’s payback.

Case C: taking into consideration the gender, race, and individual loan

repayment rate, the system decided to give all the money to person A.
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For each scenario, participants were asked to rate their agreement in five

statements according to Colquitt and Rodell35 in addition to ‘‘trust.’’ A 5-point

Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree), was em-

ployed for each of the six statements:

S1. Agreement: I agree with the decision.

S2. Understanding: I understand the process by which the decision

was made.

S3. Appropriateness of factors: the factors considered in the decision were

appropriate.

S4. Fair process: the decision-making process was fair.

S5. Deserved outcome: the individual deserved this outcome given their

circumstances or behavior.

S6. Trust: I would trust this system’s decision more than a human’s de-

cision.

Participants were also asked to explain using free text (Q1) ‘‘Was the infor-

mation provided in the above scenario sufficient?’’ Participants free text re-

sponses were coded as ‘‘yes,’’ ‘‘no,’’ or ‘‘unsure.’’ Subsequently, participants

self-reported (yes, no, or other write-in) whether they had taken (Q2) ‘‘any

training/course on fairness, accountability, and transparency in algorithmic

systems,’’ and (Q3) assessed their knowledge on fairness in algorithmic deci-

sion-making systems using a five-point Likert scale (from 1 [not at all] to 5 [very

knowledgeable]), providing also free text explanations on their training and

knowledge.

In addition, we collected qualitative responses on the participants’ under-

standing of topics related to fairness in the context of a different scenario.

Firstly, participants were asked to respond to the following question in free

text: (Q4) ‘‘How would you define algorithmic fairness?’’ Then participants

were presented with the following scenario:

You work as a part of a team developing a system to filter and rank CVs for

the hiring manager at a company, to help them shortlist the best candidates.

The system will rank applicants based on the following attributes: Gender,

Age, Ethnic Background, Work Experience, Education, Skills, Knowledge,

Competencies, Personality Traits.

Participants were asked, given the above scenario, (Q5) whether they would

‘‘consider dimensions of fairness in [their] system’’ (5-point Likert scale: from 1

[strongly disagree] to 5 [strongly agree]) and if they answeredwith a 3 or higher,

to indicate (Q6) ‘‘on which part of the process [they] would focus’’ from the

following options: (1) Input (the input that the user provides to the system),

(2) Output, (3) Modeling algorithm, or (4) Data (used for training the algo-

rithm/for learning). The next question asked the participant to (Q7) ‘‘explain

why [they] chose to focus on that part of the development process’’ using

free text.

The survey continued with twomore free text questions, (Q8) ‘‘Would you do

anything to make the system more transparent so the user (manager) will un-

derstand how the system took a decision? How?’’ and (Q9) ‘‘In your opinion

what would be a possible cause of unfairness in the above system?’’ In the

subsequent section, we focused on questions of accountability, preceding

the questions with ‘‘If this system behaves unfairly to some parts of the popu-

lation’’: (with the subtitle ‘‘For example the system might discriminate over

people of certain ethnicity or discriminate between male and female’’). Then,

we presented the participants with three statements and asked them to indi-

cate (Q10) whether they agree with each on a Likert scale (1 [strongly disagree]

to 5 [strongly agree]) that: my team would be held accountable; the system

would be held accountable; neither the system nor my team would be held

accountable. The final question of the survey asked the participants to (Q11)

‘‘Please explain [their] answers’’ to the above statements with free text.
Thematic analysis

Qualitative research includes a range of analytical methods applicable in

various contexts such as content analysis,61,62 participatory action research,63

and systematic analysis.64 Thematic analysis has become a widely used tool

for analyzing qualitative data65 and report patterns and/or classifying data

into thematic categories that are essential to a better description of a phenom-

enon.66 Participants’ free text responses in Q1, Q4, Q7, and Q8 were coded

and thematically analyzed67: three researchers independently read the data

thoroughly, attentively, and analytically in order to identify significant elements

mailto:styliani.kleanthous@ouc.ac.cy
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in the responses. Then, they used the information identified as relevant in the

reading phase to generate initial codes by grouping elements of data accord-

ing to similarities or perceived patterns. Then, the categories identified by the

three researchers were compared, the disagreements discussed, and some-

times a dimension’s definition amended to come to a final consensus. Once

the final categories were agreed, researchers compared the responses they

identified for each category and discussed any disagreements. We allowed

multiple categories per answer and calculated the co-occurrence of themes

in responses in an attempt to capture the interplay of different themes in par-

ticipants’ perceptions. Descriptive statistics were used to understand the

questions with Likert scale or otherwise multiple-choice answers.

Participants

We recruited respondents using snowball sampling. We emailed the survey to

colleagues at universities all over the world inviting them to pass the survey on

to their students. We also shared the survey on our social media accounts,

where the authors have a lot of computing-related students as connections.

We recruited 100 undergraduate and postgraduate students from the fields

related to Computer Science. One participant was removed due to providing

non-serious answers, thus 99 respondents were considered. Participation

was voluntary and all participants provided us with written, informed consent

for their data to be used. The study has received ethical clearance by the

Cyprus National Bioethics Committee.

A total of 60.6% of our respondents were male, with 47.5% in the age group

of 18–24 years, 35.4% between 25 and 32 years, 10.1% between 33 and 40

years, and 7.1% above 40 years. Most of the participants (68.7%) identified

themselves as a postgraduate student, and 54% of that group were Master’s

students. The rest of the participantswere self-identified as undergraduate stu-

dents; of them, 58.1%being in their third or fourth year and 41.9%being in their

first or secondyear of studies. Themajority of theparticipants are enrolled in the

following degree programs: 49% in Computer Science, 27% in Information

Systems, 8% in Data Science, 7% in Machine Learning/Artificial Intelligence,

4% in Human-Computer Interaction/Human-Robot Interaction, 2% in Com-

puter Science with Mathematics, and 5% in other programs. The majority of

participants are studying at institutions in Europe (45.4%) and the UK

(40.4%), with 7% in the US, 4% in Israel, and 3% in China, Brazil, and Australia.

Understanding the participants’ responses required to first understand their

previous experience with (Q2) and knowledge in topics related to algorithmic

fairness (Q3); 22.2% of our participants had taken some kind of training on

the above topics, while the majority (77.8%) had not. Of those who had taken

some kind of training, most had either worked in a related project (‘‘I worked in

the project XY4 for one year and a half,’’ participant 61, p61); took a short

training (‘‘My previous employer was trying hard to build fair products, and

thus most of the employees went through a short training,’’ p62); or read about

these topics out of interest (‘‘I only read some articles on explainable AI and the

importance thereof,’’ p22). Others had a more formal, course-related experi-

ence (‘‘I have been studying the ethics in computing for last 5 years,’’ p73;

‘‘Took a course in Algorithmic Transparency,’’ p20). We did not expect many

participants with formal training or academic courses, as the area is relatively

new.

Interestingly, when asked how knowledgeable they were in these topics,

fewer participants (59.6%) selected the lower end of the scale (1–2, not knowl-

edgeable) than the proportion of participants that did not get any training. In a

similar vein, while approximately 22.2% of our participants have been trained

on these topics, only 14.1% selected the upper end of the scale (4–5, very

knowledgeable). Despite the fact that the participants are students at under-

graduate or postgraduate level, and some are PhD students, only one reported

being very knowledgeable (5). Even though participants indicated they were

trained they might feel that they are not knowledgeable enough in these topics

or theymight be underestimating of their knowledge and understanding on the

topics. Nevertheless, there is a limitation in the training and education that de-

velopers are getting on algorithmic FATE and this was emphasized also in pre-

vious work.24
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