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Ab s t r ac t
Background: End-of-life care (EOLC) is a critical aspect of healthcare, yet accessing reliable information remains challenging, particularly in 
culturally diverse contexts like India.
Objective: This study investigates the potential of artificial intelligence (AI) in addressing the informational gap by analyzing patient information 
leaflets (PILs) generated by AI chatbots on EOLC.
Methodology: Using a comparative research design, PILs generated by ChatGPT and Google Gemini were evaluated for readability, sentiment, 
accuracy, completeness, and suitability. Readability was assessed using established metrics, sentiment analysis determined emotional tone, 
accuracy, and completeness were rated by subject experts, and suitability was evaluated using the Patient Education Materials Assessment 
Tool (PEMAT).
Results: Google Gemini PILs exhibited superior readability and actionability compared to ChatGPT PILs. Both conveyed positive sentiments 
and high levels of accuracy and completeness, with Google Gemini PILs showing slightly lower accuracy scores.
Conclusion: The findings highlight the promising role of AI in enhancing patient education in EOLC, with implications for improving care 
outcomes and promoting informed decision-making in diverse cultural settings. Ongoing refinement and innovation in AI-driven patient 
education strategies are needed to ensure compassionate and culturally sensitive EOLC.
Keywords: Artificial intelligence, ChatGPT, End-of-life care, Gemini, Intensive care, Palliative care, Patient education, Readability. 
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St u dy Hi g h l i g h ts
•	 Findings emphasize AI’s promising role in end-of-life care (EOLC) 

patient education. 
•	 Both ChatGPT and Google Gemini patient information leaflets 

(PILs) foster hope in EOLC, with Gemini PILs being more readable. 
•	 Both excel in accuracy and completeness, offering reliable EOLC 

information.

In t r o d u c t i o n
End-of-life care (EOLC) represents a critical aspect of healthcare 
that warrants careful attention and understanding. It involves 
providing comprehensive support and comfort to individuals 
nearing the end of their lives, as well as their families and caregivers.1 

However, despite its importance, EOLC often lacks reliable and 
accessible information, leading to confusion and uncertainty 
among individuals and families facing end-of-life issues. The 
proficiency of a healthcare system in effectively addressing end-
of-life scenarios appears contingent upon several straightforward, 
cost-effective, and technologically simple factors. Chief among 
these considerations is the degree of public awareness and the 
integration of discussions surrounding death (naturalization) into 
routine discourse.2

This scarcity of trustworthy information is further compounded 
by cultural, religious, and socioeconomic factors, particularly in 

countries like India. India ranks 67th among 80 countries in the world 
on the quality of death index, making India ‘not a country to die in’.3 
Here, diverse cultural norms, language barriers, and disparities in 
healthcare access make navigating EOLC complexities even more 
challenging. As a result, there is a pressing need for culturally 
sensitive and contextually relevant patient education initiatives to 
address the informational needs of diverse populations.4 
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Effective patient education in EOLC has the potential to 
transform attitudes, reduce stigma, and promote dignity and 
compassion. By providing accurate, understandable, and culturally 
sensitive information, patient education initiatives empower 
individuals and families to make informed decisions and actively 
participate in their care.5 Moreover, fostering open and honest 
conversations about death and dying creates a supportive 
environment that enhances the quality of life during the end-of-
life journey.

In this context, the emergence of AI technologies offers 
promising opportunities to enhance patient education and support 
in EOLC. AI-powered platforms, such as ChatGPT and Google 
Gemini, can generate PILs tailored to specific healthcare topics, 
including EOLC.6 Evaluating the effectiveness and suitability of 
AI-generated PILs in providing accurate, understandable, and 
culturally relevant information on EOLC is crucial for advancing 
patient education and improving EOLC outcomes in diverse 
healthcare settings.

Therefore, this study aims to undertake a comprehensive 
analysis of AI-generated PILs on EOLC, comparing PILs generated 
by ChatGPT and Google Gemini. By examining factors such as 
readability, sentiment, accuracy, completeness, and suitability, we 
seek to elucidate the strengths and limitations of AI-generated PILs 
in addressing the informational needs of individuals and families 
facing the end of life. Through our findings, we hope to contribute 
to the ongoing efforts to enhance patient education and support 
in EOLC, ultimately striving towards a more compassionate and 
informed approach to end-of-life care in diverse cultural contexts.

Me t h o d o lo g y
This study compared and analyzed two PILs generated by AI 
chatbots like ChatGPT and Google Gemini, focusing on the topic 
of EOLC. 

Study Design
The study adopted a comparative research design, aiming to 
examine and compare the differences between the ChatGPT 
and Google Gemini PILs. This design allowed for a systematic 
assessment of various aspects of the PILs, including readability, 
sentiment, accuracy, completeness, and suitability.

Selection of PILs
The PILs generated by ChatGPT and Google Gemini were 
purposefully selected based on their relevance to the topic of 
End-of-life care, by giving a specific prompt, ‘generate a PIL patient 
information leaflet about educating the general population about 
EOLC, use appropriate icons or clip arts’. Both PILs were retrieved 
from their respective platforms and anonymized to maintain 
confidentiality and impartiality during analysis. Artificial intelligence 
(AI) chatbot responses vary based on the prompts, and generative 
AI can produce different responses with the same prompts. In 
this study, we opted to assess only the initial output from each AI 
chatbot. This approach mirrors real-world scenarios where users 
typically interact with the first response provided. Additionally, it 
offers a practical and manageable method for evaluating AI chatbot 
performance within the context of the research question.

Blinded Annotation
To ensure impartial evaluation, the collected materials are 
anonymized and assigned unique identifiers. Expert reviewers are 

blinded to the source of each material, with Annexure A designated 
for the evaluation of AI ChatGPT content and Annexure B for Gemini 
content.

Evaluation Measures
Readability Tests
To evaluate the readability of the PILs, established metrics such 
as Flesch Reading Ease, Gunning Fog Index, Flesch-Kincaid Grade 
Level, SMOG Index and were utilized. These metrics provided 
quantitative measures of the PILs’ ease of comprehension.

Sentiment Analysis
A sentiment analysis was conducted to assess the emotional tone 
and sentiment conveyed by each PIL. This analysis offered insights 
into the overall sentiment expressed within the PILs.

Accuracy and Completeness Scores
Subject matter experts (five), experienced in the field of intensive 
care medicine with at least five and above years of experience, 
and regularly involved in EOLC, evaluated the accuracy and 
completeness of both PILs using predefined criteria and a structured 
scoring system. On Likert scale of 1–5. Accuracy focused on the 
factual correctness of information presented, while completeness 
assessed the extent to which essential information was covered.

The Patient Education Materials Assessment Tool (PEMAT) 
Analysis
A PEMAT analysis was conducted to evaluate the suitability of 
the PILs for their intended audience. This analysis assessed the 
understandability and actionability of the PILs, providing valuable 
insights into their effectiveness in communicating information and 
facilitating decision-making.

Data Collection and Analysis
The readability scores for each PIL were computed using the 
appropriate formulas for FRE, GFI, and FKGL. These scores were 
compared to identify any discrepancies in readability between the 
ChatGPT and Google Gemini PILs. Generating sentiment scores 
for comparative analysis. Subject matter experts independently 
evaluated the accuracy and completeness of both PILs based on 
predefined criteria. Mean scores and standard deviations were 
calculated and compared for each PIL. The PEMAT analysis assessed 
the understandability and actionability of the PILs, with scores 
calculated for each component to discern differences in suitability 
between the ChatGPT and Google Gemini PILs.

Statistical Analysis
Where applicable, statistical tests such as t-tests or ANOVA were 
utilized to determine significant differences between the PILs across 
various dimensions, including readability, sentiment, accuracy, 
completeness, and suitability.

Websites and software used: For generating text, we used the 
chatbots of ChatGPT 3.5, freely available in the public domain, 
available at https:// https://chat.openai.com/ and Google Gemini 
available at https:// https://gemini.google.com/app. For PEMAT-P 
analysis, https://www.ahrq.gov/health-literacy/patient-education/
pemat-p.html. For readability, we used the online calculator 
available at https://readable.com/ and https://readabilityformulas.
com/readability-scoring-system.php. For calculating the sentiment 
score we used, https://monkeylearn.com/sentiment-analysis-
online/, and for calculating statistics, Microsoft Excel and online 

https:// https://chat.openai.com/
https:// https://gemini.google.com/app
https://www.ahrq.gov/health-literacy/patient-education/pemat-p.html
https://www.ahrq.gov/health-literacy/patient-education/pemat-p.html
http://
https://readabilityformulas.com/readability-scoring-system.php
https://readabilityformulas.com/readability-scoring-system.php
https://monkeylearn.com/sentiment-analysis-online/
https://monkeylearn.com/sentiment-analysis-online/
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software available at https://www.socscistatistics.com/tests/anova/
default2.aspx.

Ethical Considerations
Given that this study solely involved the analysis of pre-existing 
educational materials generated by AI chatbots and did not involve 
any human subjects or data that required ethical approval, formal 
ethical approval was not deemed necessary for this research. The 
study adhered to ethical standards by ensuring the confidentiality 
and anonymity of collected data and by conducting the analysis 
in a transparent and unbiased manner. Additionally, no personal 
or sensitive information was collected or used in the study, further 
mitigating the need for ethical approval.

Re s u lts
In this study, we compared the two patient information leaflets 
(PILs) generated by ChatGPT and Google Gemini on the topic 
of EOLC. We evaluated the PILs using various readability tests, 
sentiment analysis, accuracy and completeness scores provided 
by subject experts, and a PEMAT-P analysis.

Readability Tests
Based on the readability test results, it is evident that Gemini 
outperforms ChatGPT in terms of readability across all metrics. The 
Flesch reading ease score for Gemini is 52, indicating a moderately 
easy-to-read text, whereas ChatGPT scores lower at 39, suggesting 
a more challenging readability level. Similarly, Gemini demonstrates 
lower scores across the Gunning Fog index (11.8 compared to 
ChatGPT’s 19.3), Flesch-Kincaid grade level (8.27 compared to 
ChatGPT’s 14.86), and Smog index (8.21 compared to ChatGPT’s 
14.11). These results imply that Gemini’s text is generally easier to 
comprehend and requires a lower reading grade level compared 
to ChatGPT’s text (Table 1).

In the ChatGPT PIL, the automated readability index yielded a 
score of 16.95, indicating a difficulty level ranging from difficult to 
extremely difficult. The corresponding grade level was identified 
as college graduate, suitable for individuals aged 23 and above. In 
contrast, the Gemini PIL scored 8.14, indicating an average to slightly 
difficult reading difficulty. The grade level for Gemini was determined 
to be Eighth grade, suitable for individuals aged 13–14 years.

Sentiment Analysis
Based on the sentiment analysis scores, both ChatGPT and Gemini 
exhibit a positive tone. ChatGPT has a sentiment analysis score of 
73.8%, while Gemini has a slightly higher score of 83.7%. These 
scores indicate a high level of positivity in the language used by 
both ChatGPT and Gemini, suggesting that their communications 
convey optimistic and favorable sentiments with considerable 
confidence (Table 2).

Accuracy and Completeness Scores
Five subject experts evaluated the accuracy and completeness of 
both PILs. The mean accuracy score for the ChatGPT PIL was 4.6 

with a standard deviation of 0.49, while the mean accuracy score for 
the Gemini PIL was 4.2 with a standard deviation of 0.4. The mean 
completeness score for the ChatGPT PIL was 3.8 with a standard 
deviation of 0.75, whereas the mean completeness score for the 
Gemini PIL was 3.6 with a standard deviation of 0.49. These results 
suggest that both PILs were rated highly in terms of accuracy, but 
the ChatGPT PIL scored slightly higher in completeness compared 
to the Gemini PIL (Table 3 and Fig. 1).

PEMAT  An a lys i s
A PEMAT analysis to assess the suitability of the PILs for 
their intended audience. The ChatGPT PIL scored 85% for 
understandability and 65% for actionability, while the Gemini PIL 
scored 90% for understandability and 90% for actionability. These 
results indicate that both PILs were highly understandable, but the 
Gemini PIL was rated higher in terms of actionability compared to 
the ChatGPT PIL (Table 4).

Overall, the results of our study suggest that while both 
PILs provide valuable information on End-of-Life Care, there are 
differences in their readability, sentiment, accuracy, completeness, 
and suitability for their intended audience.

Di s c u s s i o n
Every individual facing a life-limiting illness deserves the right to 
experience a peaceful and dignified death. Achieving a ‘good death’ 
requires a comprehensive approach that considers the patients’ 
preferences, cultural backgrounds, ethical concerns, and effective 
symptom management. India’s capacity to provide EOLC appears 
insufficient, as evidenced by its low ranking in global quality of 
death assessments. The lack of recognition of EOLC as a public 
health necessity, the absence of systematic data, and the absence 
of a national-level policy serve as significant barriers to EOLC 
implementation in developing nations. Legal uncertainties further 
hinder physicians from initiating EOLC discussions, leading to the 
unnecessary continuation of invasive life-sustaining treatments.7–9 

The existing gaps in knowledge and misunderstandings, often 
stemming from limited personal experiences and reluctance to 
discuss taboo topics, might discourage individuals from seeking 
early access to comprehensive palliative care services as their 
illness progresses. These findings underscore the necessity for 
public education initiatives that surpass mere awareness-raising 
efforts and instead deliver essential messages through a public 
health lens. Such programs have the potential to shift attitudes 
towards palliative care, thereby enhancing end-of-life outcomes 
in the long run.10 

Table 1: Readability scores for both Chatbot generated PILs
Readability tests ChatGPT Gemini
Flesch reading ease (FRE) 39 52
Gunning fog index (GFI) 19.3 11.8
Flesch-Kincaid grade level (FKGL) 14.86 8.27
Smog index 14.11 8.21

Table 2: Comparison of sentiment tone for ChatGPT vs Google Gemini

Sentiment analysis score ChatGPT Gemini
Tone Positive Positive 
Confidence 73.8% 83.7%

Table 3: Mean ± SD scores for accuracy and completeness by the 5 
experts

Accuracy scores (Mean ± SD) Completeness (Mean ± SD)
ChatGPT (4.6 ± 0.49) (3.8 ± 0.75)
Gemini (4.2 ± 0.4) (3.6 ± 0.49)
p-value 0.195 0.631

https://www.socscistatistics.com/tests/anova/default2.aspx
https://www.socscistatistics.com/tests/anova/default2.aspx
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Investigating the trajectory of EOLC discourse online in India 
has unveiled that discussions pertaining to EOLC are notably less 
prevalent compared to those centered on intensive care and 
palliative care, both within India and globally. This trend appears 
to be more pronounced in developed nations, where EOLC 
garners increased attention and search queries. Notably, among 
Indian states, Kerala emerges as the frontrunner in terms of the 
prominence of EOLC discussions (Fig. 2).11 

Gursahani R, et al. have suggested involvement of commercial 
parties, general media campaigns, and policymakers can be possible 
avenues to raise public awareness in India about Normalizing death 
in day-to-day discourse in India.2 

Tariq R, et al. highlighted the necessity for a standardized 
assessment framework for evaluating AI models in health 
care. This framework should not only gauge the accuracy and 
comprehensiveness of information but also guarantee that 
responses cater to the varied needs and backgrounds of patients. 
By incorporating feedback from a wide range of health care 
professionals and patients representing diverse backgrounds, 
AI models can be refined to prioritize patient-centered care. We 
call upon the medical community to collaborate in refining and 
establishing standards for AI interventions in healthcare.12 

The findings of this study shed light on the multifaceted 
aspects of patient information leaflets (PILs) generated by AI 
platforms concerning EOLC. The study yielded several findings 
regarding the use of AI-generated patient information leaflets 
(PILs) in EOLC education. Firstly, both AI platforms, ChatGPT, and 
Google Gemini, demonstrated the capability to produce PILs with 
high levels of accuracy and completeness, as assessed by subject 
matter experts. This suggests that AI technologies can effectively 
distill complex healthcare information into understandable and 
comprehensive resources for individuals and families facing end-
of-life issues. Furthermore, the sentiment analysis revealed that 
both ChatGPT and Google Gemini PILs conveyed predominantly 

positive tones, fostering hope, comfort, and trust among recipients. 
Additionally, Google Gemini’s PIL exhibited superior readability and 
actionability compared to ChatGPT’s PIL, indicating its potential 
to enhance accessibility and facilitate informed decision-making 
in diverse cultural contexts. Overall, these findings underscore the 
promising role of AI in advancing patient education and support 
in EOLC, potentially improving the quality of care and outcomes 
for individuals nearing the end of life.

Artificial intelligence chatbots utilize natural language 
processing algorithms to comprehend user queries or prompts, 
categorize them into predefined intents, maintain context, generate 
relevant responses, and present them in a human-readable format. 
Enhancing AI chatbots with more relevant prompts involves 
strategies like expanded training data, model fine-tuning based 
on user feedback, domain-specific customization, active learning, 
and human-in-the-loop systems. These approaches improve 
the chatbot’s ability to interpret user intent accurately, provide 
contextually appropriate responses, and offer personalized 
assistance across various domains.13 

However, while AI technologies hold promise in generating 
patient education materials, they come with inherent limitations 
and risks. One concern is the potential for AI hallucination, leading 
to the unintentional production of misleading or inaccurate 
information due to algorithm limitations or biases in training data.14 
This poses ethical and safety implications, especially in sensitive 
healthcare contexts like EOLC. Additionally, relying solely on AI 
for content generation may diminish the role of human expertise 
and judgment, limiting the effectiveness and applicability of 
AI-generated texts in healthcare settings. Thus, while AI offers 
innovative opportunities in patient education, caution and 
awareness of its limitations are crucial to ensure the delivery of 
high-quality and ethically sound healthcare information.15 

In 2017–2018, Supreme Court rulings in India reshaped 
EOLC, expanding constitutional rights to include privacy and 
autonomy. Notably, in the Common Cause vs The Union of India 
case, the right to execute advance directives (AD) and decline 
life-sustaining treatments was affirmed. Complex procedures 
prompted a simplification appeal led by the Indian Society of 
Critical Care Medicine (ISCCM). In 2023, the Supreme Court approved 
significant reforms. Advance directives no longer need validation 
by a Magistrate; notarization or attestation by a Gazetted officer 

Fig. 1: Individual scores from each of the 5 experts (R1 to R5) Likert scale range 1–5, on accuracy and completeness of the two blinded PILs

Table 4: The patient education materials assessment tool (PEMAT) 
analysis scores for ChatGPT and Google Gemini
PEMAT analysis ChatGPT Gemini
Understandability 85 90
Actionability 65 90
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suffices. The process for withdrawal or withholding decisions was 
streamlined to a two-tier system. Hospitals must now establish 
two medical boards, and the District Magistrate only needs to be 
informed, not authorized, of the decision. These changes aimed 
to simplify EOLC decision-making while maintaining a balance 
between legal clarity and individual autonomy.16,17 

Implications for Patient Education and Healthcare 
Communication
The results of this study have significant implications for patient 
education and healthcare communication in the context of EOLC. 
By identifying areas of strengths and weaknesses in AI-generated 
PILs, healthcare providers, educators, and policymakers can 
refine existing patient education strategies and develop tailored 
interventions to meet the diverse informational needs of individuals 
and families facing end-of-life issues. Moreover, the insights gleaned 
from this study can inform the design and implementation of future 

AI-driven patient education initiatives, leveraging technology to 
enhance accessibility, effectiveness, and relevance in EOLC.

Limitations and Future Directions
We primarily relied on AI-generated Patient Information Leaflets 
(PILs), a technology undergoing rapid transformation. AI chatbot 
outputs can vary based on prompts, even generating different 
outputs with identical prompts. Future research could improve 
by considering multiple outputs to capture a broader spectrum 
of AI-generated content. Additionally, ChatGPT 3.5’s limitations, 
including data timeframe constraints [before 2022], may affect 
the relevance of generated content. Furthermore, our subjective 
evaluations by experts may introduce subjective bias. The absence 
of real-world patient feedback limited our understanding of their 
comprehension of the educational material. Incorporating diverse 
perspectives, including those of patients, caregivers, and healthcare 
professionals, could enrich our understanding of patient education 

Fig. 2: Trends/popularity of the topic “end-of-life care” followed over 12 months based on internet searches and mentions. Global and national 
trends (Google Trends)
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materials’ efficacy and impact on EOLC. Longitudinal studies are 
warranted to assess the sustained effects of AI-driven patient 
education initiatives on various aspects of EOLC, including patient 
outcomes, healthcare decision-making, and quality of life.

Co n c lu s i o n
In conclusion, this study contributes to the burgeoning field of 
patient education in EOLC by offering insights into the comparative 
effectiveness of AI-generated PILs. While both ChatGPT and 
Google Gemini PILs provide valuable information on EOLC, 
differences in readability, sentiment, accuracy, completeness, 
and suitability underscore the need for ongoing refinement and 
innovation in patient education strategies. By leveraging the 
strengths of AI technologies and embracing a patient-centered 
approach, healthcare stakeholders can advance the delivery of 
compassionate, informed, and culturally sensitive care in EOLC, 
ultimately enhancing the well-being of individuals and families 
navigating the end-of-life journey.
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ANNEXURE A

An n e x u r e A: Un d e r s ta n d i n g  
En d-o f-l i f e Ca r e: A Gu i d e f o r Ev e ryo n e

🌟 � Introduction: End-of-life care is a crucial aspect of healthcare 
that deserves attention and understanding from everyone, 
regardless of age, background, or health status. It’s about 
ensuring dignity, comfort, and support for individuals nearing 
the end of their lives, as well as their families and loved ones. In 
this guide, we’ll explore what end-of-life care entails and why 
it’s important for all of us to be informed about it.

🏥 � What is End-of-Life Care? End-of-life care refers to the support 
and medical care provided to individuals in the final stages of 
their lives. It focuses on enhancing quality of life, managing 
symptoms, and addressing the emotional, spiritual, and 
practical needs of patients and their families. End-of-life 
care can be provided in various settings, including hospitals, 
hospices, nursing homes, or even at home.

🔑  Key Components of End-of-Life Care:

💊 � Palliative Care: This type of care aims to relieve pain and 
other distressing symptoms, improve quality of life, and 
support patients and their families emotionally and 
spiritually.

🗣  Communication: Effective communication is essential 
in end-of-life care to ensure that patients, families, and 
healthcare providers understand each other’s preferences, 
concerns, and goals.

📝 � Advance Care Planning: This involves discussing and 
documenting preferences for medical treatment and 
care in advance, should individuals become unable to 
communicate their wishes in the future.

❤  Emotional and Spiritual Support: End-of-life care addresses 
the emotional and spiritual needs of patients and their 
families, providing counseling, bereavement support, 

and assistance in finding meaning and peace during this 
challenging time.

🤝 � Practical Support: This includes assistance with activities of 
daily living, such as bathing, dressing, and eating, as well 
as practical matters like financial planning, legal issues, 
and funeral arrangements.

⭐ � Why End-of-Life Care Matters to Everyone:
🌍 � It’s a Universal Experience: Death is a natural part of 

life, and at some point, everyone will be affected by it, 
whether personally or through the loss of a loved one.

💕 � Empathy and Compassion: Understanding end-of-
life care fosters empathy and compassion towards 
those who are nearing the end of their lives and their 
families.

📚 � Preparedness: Being informed about end-of-life care 
empowers individuals to make informed decisions 
about their own care preferences and to communicate 
them to their loved ones and healthcare providers.

🕊  Dignity and Respect: End-of-life care aims to uphold 
the dignity and respect of individuals during their final 
days, ensuring that their wishes are honored and their 
comfort is prioritized.

🤝 � Community Support: A well-informed community that 
understands and values end-of-life care can advocate 
for improved access to quality services and support 
for individuals and families facing end-of-life issues.

🌻 � Conclusion: End-of-life care is not just about medical 
interventions; it’s about compassion, dignity, and respect 
for human life. By educating ourselves about end-of-life 
care and engaging in open conversations about death and 
dying, we can contribute to a more compassionate and 
supportive society for everyone, regardless of their stage 
in life. Let’s embrace the importance of end-of-life care and 
work together to ensure that everyone receives the care 
and support they deserve at the end of life.
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ANNEXURE B

An n e x u r e B: Em p ow e r i n g Yo u r Jo u r n e y:  
A Gu i d e to En d-o f-l i f e Ca r e

Introduction
Talking about end-of-life care can be difficult, but it’s a crucial 
conversation for everyone. This guide, brought to you by (PIL Name), 
is designed to empower you with knowledge and resources about 
your options. (light bulb emoji)
What is End-of-Life Care?
End-of-life care focuses on providing comfort and support to 
individuals facing a serious illness and their loved ones. It’s not 
just about medical treatment; it’s about honoring your wishes and 
ensuring a peaceful transition. (dove emoji)
Key Components:

•	 Pain & Symptom Management: This aims to relieve pain and 
discomfort, allowing you to focus on quality time with loved 
ones. 🩹 (adhesive bandage emoji).

•	 Emotional & Spiritual Support: Chaplains, social workers, and 
therapists can provide emotional and spiritual support for you 
and your family.        (people hugging emoji) (folded hands 
emoji).

•	 Advance Directives: These documents allow you to express 
your wishes for medical care in advance, ensuring your voice is 
heard. (page facing up emoji) (megaphone emoji).

•	 Palliative Care: This specialized care focuses on symptom relief 
and improving quality of life for those with serious illnesses.  
❤ 🩹️‍  (mended heart emoji).

•	 Hospice Care: Hospice provides comfort care and support for 
those nearing the end of life, typically at home or in a hospice 
facility. (house emoji) (hospital emoji).

Why is Planning Important?
Planning for end-of-life care allows you to:

•	 Make informed choices: Knowing your options empowers you 
to make decisions that align with your values. ✅ [check mark 
emoji].

•	 Reduce stress: Open communication with loved ones about 
your wishes can lessen burdens later. [relieved face emoji].

•	 Ensure your wishes are respected: Advance directives ensure 
your voice is heard regarding your care. [ear emoji].

•	 Provide comfort for loved ones: Knowing your wishes can bring 
peace of mind to your family. [dove emoji].

How to Get Started:

•	 Talk to your doctor: Discuss your concerns and explore end-of-
life care options. ⚕ [man doctor emoji]  ⚕ [woman doctor 
emoji].

•	 Research: Learn about different types of care and available 
resources. [magnifying glass emoji].

•	 Complete advance directives: Appoint a healthcare proxy and 
document your wishes for medical treatment. [pen and paper 
emoji] [handshake emoji].

•	 Talk to loved ones: Open communication is key. Share your 
wishes and listen to theirs. [megaphone emoji] [ear emoji].

Additional Resources:

•	 National Hospice and Palliative Care Organization: https://www.
nhpco.org/.

•	 https://www.medicare.gov/coverage/hospice-care.
•	 National Center on Advance Care Planning: [invalid URL 

removed].

Remember: End-of-life care is about honoring your wishes and 
ensuring a peaceful journey. By planning ahead and having open 
conversations, you empower yourself and your loved ones.
PIL Name is here to support you on this journey. We offer resources 
and information to help you make informed decisions.
Please note: This guide provides general information. Always 
consult your doctor for personalized advice.

https://www.nhpco.org/
https://www.nhpco.org/
https://www.medicare.gov/coverage/hospice-care

