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Multivariate classification techniques have been widely applied to decode brain states using functional magnetic resonance imaging
(fMRI). Due to variabilities in fMRI data and the limitation of the collection of human fMRI data, it is not easy to train an efficient
and robust supervised-learning classifier for fMRI data. Among various classification techniques, sparse representation classifier
(SRC) exhibits a state-of-the-art classification performance in image classification. However, SRC has rarely been applied to fMRI-
based decoding. This study aimed to improve SRC using unlabeled testing samples to allow it to be effectively applied to fMRI-
based decoding. We proposed a semisupervised-learning SRC with an average coefficient (semiSRC-AVE) method that performed
the classification using the average coefficient of each class instead of the reconstruction error and selectively updated the training
dataset using new testing data with high confidence to improve the performance of SRC. Simulated and real fMRI experiments were
performed to investigate the feasibility and robustness of semiSRC-AVE. The results of the simulated and real fMRI experiments
showed that semiSRC-AVE significantly outperformed supervised learning SRC with an average coefficient (SRC-AVE) method
and showed better performance than the other three semisupervised learning methods.

1. Introduction

Functional magnetic resonance imaging (fMRI), which mea-
sures brain activity by detecting changes in blood oxy-
genation level-dependent signals, is a powerful technique
for indirectly investigating the neural activity in the brain.
Recently, multivariate classification techniques have been
widely applied to fMRI data to decode brain states from
observed brain activities [1]. Compared with the tradi-
tional univariate analysis methods, multivariate supervised-
learning techniques are able to reveal the neural mechanism
that is discriminative to different brain states [2].

Among the variousmultivariate supervised-learning clas-
sification techniques, sparse representation-based classifi-
cation (SRC) exhibits a state-of-the-art classification per-
formance and is robust against noise. SRC has attracted
increasing attention and achieved promising results in many
areas, for example, image [3], digit, and texture classifications
[4, 5]. SRC represents the test sample using an overcomplete

dictionary whose base elements are the training samples.
If sufficient training samples are available from each class,
SRC will be possible to represent the test samples as a
linear combination of the training samples from the same
class. Although various supervised-learning classification
techniques that included support vector machine (SVM),
logistic regression, naı̈ve Bayesian, and deep neural networks
were applied to brain state decoding of fMRI data [6–9], SRC
has seldom been applied to fMRI-based brain state decoding
due to the various variabilities in fMRI data, such as complex
and high noises and the delay of hemodynamic response.
Given the promising outcomes of SRC in other research
fields, it is necessary to explore the effective use of SRC in
fMRI analysis.

SRC is a type of supervised-learningmethod that must be
trained using labeled samples. If the labeled training data are
insufficient, the performance of the trained classifier cannot
be guaranteed. Because the collection of human fMRI data
is restricted by the high cost of experiments and is highly
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constrained by the limited amount of time during which a
participant can safely remain in the scanner, it is challenging
to collect a large amount of labeled training data for a
participant. To solve the insufficiency of labeled training data,
semisupervised learning was developed to train the classifier
using both labeled training data and unlabeled data. Many
machine learning studies have found that unlabeled data, in
conjunctionwith a small amount of labeled data, can produce
a considerable improvement in the learning accuracy [10, 11].

Various semisupervised-learning algorithms have already
been developed over the past decade, including self-training
[10, 12], cotraining [13], transductive support vector machine
[14], graph-based algorithms [11], and generativemodels [15].
Among these methods, self-training is a simple and effective
model and is less time-consuming than the othermodels [16].
Self-training gradually updates the labeled training data by
using test samples with themost confident predictions step by
step to improve the performance of the traditional supervised
learning algorithm. In contrast to most conventional classifi-
cations that are usually divided into two independent steps,
that is, training and testing, SRC does not have a training
process, and all test data are adaptively represented by all
the training samples in the dictionary. Therefore, SRC has an
adaptive characteristic [17] and does not need to be retrained
as the training data are gradually enlarged. Therefore, self-
training can be easily combinedwith SRC.Thus far, one study
proposed a type of semisupervised SRC method for EEG
in brain-computer interface application by combining self-
training learning and SRC [17]. This method simply updates
all tested data without estimating the confidence of the
predictions, which may result in performance degeneration
due to many false predictions.

In addition, a few semisupervised machine learning
methods have recently been proposed for fMRI data analysis.
Plumpton et al. proposed a näıve random subspace ensemble
strategy using linear classifiers [18]. This method is time-
consuming and can easily be affected by testing samples with
inaccurate predictions. Plumpton (2014) further proposed
random subspace ensemble of online linear discriminant
classifier (RSE-OLDC) that updates only the predicted labels
with a high confidence rather than all predicted labels [19].
However, two parameters, that is, the subspace scale and
the number of individual classifiers in RSE-OLDC, may vary
with different datasets, and the random selection of feature
subsets may induce some fluctuations in the classification
results. Due to the low signal-to-noise ratio (SNR) and
low sample-to-feature ratio of fMRI data, the introduction
of a few incorrect sample labels may heavily affect the
classification performance. Therefore, a robust and effective
semisupervised learning method is essential for brain state
decoding based on fMRI data.

This study aimed to investigate how to improve SRC and
effectively applied SRC to fMRI-based decoding. Zou et al.
(2015) proposed a local sparse representation-based nearest
neighbor (LSRNN) classifier that averaged the 𝑘 largest sparse
coefficients in each class and assigned the label of the class
with the maximum average sparse coefficient to the testing
sample [20]. It was demonstrated that class-specific sparse
coefficients could be utilized to improve the performance

of classification. Based on the previous study, this study
proposed the semisupervised SRCwith an average coefficient
(semiSRC-AVE) method that performed the classification
using the average coefficient of each class instead of the
reconstruction error and selectively updated the training
dataset using new testing data with high confidence to
improve the performance of SRC. The results of the simu-
lated and real fMRI data both demonstrated that semiSRC-
AVE exhibited a more stable and better performance than
the supervised SRC with an average coefficient (SRC-AVE)
method. Compared to the other three semisupervised meth-
ods, including näıve semiSRC-AVE, RSE-OLDC [19], and
random subspace ensemble of online SRC-AVE (RSE-OSRC-
AVE), semiSRC-AVE showed better performance in the
multiclass classification and comparable performance in the
two-class classification.

2. Related Works

For self-training, the confidence of prediction is calculated
after a test sample is classified. If the confidence is higher
than a threshold, the test sample and its predicted label are
added to the training set and the classifier is retrained for
the next test sample. The confidence of predication is critical
to the self-training algorithm. An appropriate confidence
measure can prevent test samples with wrong predicted label
from entering into the training set. Different self-learning
classifiers may use different confidence measures.

For the well-known decision tree algorithm C4.5 [21], the
confidence of a prediction can be obtained from the accuracy
of the leaf, that is, the percentage of correctly classified
training samples from all training samples [16]. For the
self-training näıve Bayesian classifier (NB), the confidence
is determined by the probability of predicted class for a
given test sample [16]. The self-training SVM algorithm can
determine the confidence of a prediction using Plat scaling
[22] that returns posterior probability of predicted class for a
test sample [23].

Recently, a few self-training update strategies have been
applied to fMRI-based classification. Naı̈ve strategy does
not judge the predicted labels’ reliabilities and updates the
classifier using the predicted naı̈ve labels directly. Plumpton
et al. (2012) applied the näıve strategy to a random subspace
ensemble classifier that used the vote result of the ensemble
linear discriminant classifiers as the true label and updated
the classifier by adding the test data to the training set [18].

Plumpton (2014) further improved their ensemble
method and proposed the new random subspace ensemble
of online linear discriminant classifier (RSE-OLDC) by
updating the training data using the predicted labels with a
high confidence [19]. Because RSE-OLDC was used in this
study, we presented a detail review on RSE-OLDC.

RSE-OLDC has two parameters that are the number of
individual classifiers (𝐿) and the subspace scale (𝑀). Suppose
that each sample has 𝑛 features. For each training sample,
𝐿 feature subsets are drawn independently. Each subset
contains𝑀 < 𝑛 features that are randomly selected from the
total feature set without replacement. Therefore, 𝐿 training
datasets are generated and 𝐿 diverse linear discriminant
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classifiers (LDC) [18] are generated by training each ensemble
member on a different training dataset. Suppose that the
training data for class 𝑖 come from a multivariate normal
distribution with the class-specific mean 𝜇𝑖 and the common
covariancematrixΣ.The optimal discriminant function𝑔𝑖(𝑥)
of LDC for a test sample 𝑥 is calculated by

𝑔𝑖 (𝑥) = ln𝑃𝑖 − 1
2
𝜇𝑖
𝑇
Σ−1𝜇𝑖 + 𝜇𝑖

𝑇
Σ−1𝑥. (1)

The test sample𝑥 is assigned to the class with the largest𝑔𝑖(𝑥).
For each test sample, 𝐿 feature subsets are generated in

the same way as the training datasets. Each feature subset of a
testing sample has the same features as the training datasets.
The 𝐿 classifiers are applied to the corresponding 𝐿 feature
subsets of a testing sample separately. The final prediction of
a test sample is determined bymajority vote of the𝐿 ensemble
classifiers. Suppose that 𝑦 is the final prediction and 𝑦𝑖 is
the predicted label of the 𝑖th classifier. Confidence of the
prediction is calculated by

confidence =
∑𝐿𝑖=1 {𝑦𝑖 = 𝑦}

𝐿
. (2)

For the next test sample, the classifiers were updated by
adding the test sample with the confidence higher than a
threshold to the training dataset. Plumpton chose 75% as the
threshold in their study [19].

3. Proposed Methods

In this section, the theoretical frameworks underlying the
SRC and semiSRC-AVE methods are described.

3.1. Sparse Representation-Based Classification. SRC aims to
seek a suitable sparse solution to represent test data 𝑦 from
the whole training set [3]. Suppose that the matrix 𝐴 =
[𝐴1, 𝐴2, . . . , 𝐴𝑘] ∈ 𝑅𝑁∗𝑀 concatenates the 𝑀 training
samples of all 𝑘 classes,𝑁 represents the feature dimension of
the sample, and 𝐴 𝑖 represents the subset of training samples
of class 𝑖. Let 𝑦 be a test sample. If the training samples in the
dictionary are sufficient, test sample 𝑦 can be represented by
solving the following problem:

min ‖𝑥‖0

s.t. 𝑦 = 𝐴𝑥,
(3)

where 𝑥 is a coefficient vector. The above 𝑙0-norm minimiza-
tion problem is nonconvex and NP-hard. If the solution 𝑥
is sufficiently sparse, the 𝑙0 minimization problem in (3) is
equivalent to the 𝑙1 minimization problem in [24]

𝑥 = argmin ‖𝑥‖1

s.t. 𝑦 = 𝐴𝑥.
(4)

The 𝑙1 minimization problem has been broadly investi-
gated, and various algorithms can be used to solve it [25]. In
this study, the gradient projection for sparse reconstruction

(GPSR) is applied due to its relatively rapid computation
speed.

After the sparse coefficient vector 𝑥 is estimated, the
classification can be performed by

𝐼 (𝑦) = argmin
𝑖
𝑟𝑖 (𝑦) = argmin

𝑖

𝑦 − A𝛿𝑖 (𝑥)
2 . (5)

Here, 𝑟𝑖(𝑦) is the representation residual error corresponding
to class 𝑖. 𝛿𝑖(𝑥) is a vector whose nonzero elements are those
that are associated with class 𝑖.

In the context of fMRI-based brain state decoding, 𝑦 ∈
𝑅𝑁 is the fMRI volume at a time point of the testing data
and 𝑁 is the number of the spatial voxels. Each column in
the matrix𝐴 represents the fMRI volume of the training data
from one of the tasks (classes). The goal of classifier model is
to determine which class the test data 𝑦 belongs to.

3.2. Semisupervised SRC with an Average Coefficient
(semiSRC-AVE). For fMRI data, the hemodynamic re-
sponses have a delay of approximately 6 seconds to reach the
maximum value after a short-duration stimulus. In contrast
to the static face image, the fMRI volumes that respond to
the same task vary greatly across different time points. Those
variations may largely affect the performance of SRC in fMRI
data analyses.

If a test sample belongs to a specific class, it is gener-
ally positively correlated with the training samples in the
same class and should be better represented by the train-
ing samples from the class with larger positive coefficients
and smaller negative coefficients compared to those from
the other classes. Therefore, the average of all coefficients
associated with a specific class may be a useful index for
the classification. Moreover, the average sparse coefficient
was used as classification index in LSRNN classifier and
was demonstrated to be able to improve the performance
of classification in the previous study [20]. Based on the
previous study [20], this study also used the average of all
coefficients related to a class as the classification criterion
of SRC. For the SRC with an average coefficient (SRC-AVE)
method, test sample 𝑦 is assigned to an object class that has
the maximal average value of the corresponding coefficients.

𝐼 (𝑦) = argmax
𝑖
𝑆𝑖 (𝑦) = argmax

𝑖
ave (𝛿𝑖 (𝑥)) , (6)

where 𝑆𝑖(𝑦) is the mean of all coefficients from class 𝑖.
To solve the insufficiency of the training data, the unla-

beled testing data can be used to update the training data.
However, it is challenging for self-training learning to choose
reliable unlabeled samples and guarantee the accuracy of the
updated labels [26]. For SRC-AVE, the predication is usually
more reliable if the average coefficient of the predicated
class is much larger than that of the other classes. Based
on this criterion, we investigated a method to measure the
predication reliability of the testing sample. First, a distance
𝑑𝑚 for the𝑚th test sample 𝑦𝑚 is defined in

𝑑𝑚 = 𝑆𝐼 (𝑦𝑚) −
∑𝐾𝑗=1,𝑗 ̸=𝐼 𝑆𝑗 (𝑦𝑚)

𝐾 − 1
, (7)
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Input: training matrix 𝐴 ∈ 𝑅𝑁∗𝑀, training label 𝐿 ∈ 𝑅𝑀, test set 𝑌 =
[𝑦1, . . . , 𝑦𝑃] ∈ 𝑅

𝑁∗𝑃 (𝑃 is the number of test samples).
Output: identities of 𝑌
Method:
for 𝑚 = 1 to 𝑃
(1) Normalize the columns of 𝐴 to have unit 𝑙2-norm.
(2) Solve the 𝑙1-minimization problem:

𝑥 = argmin ‖𝑥‖1
s.t. 𝑦𝑚 = 𝐴𝑥

(3) Compute and output the identity of 𝑦𝑚:
𝐼 (𝑦𝑚) = argmax

𝑖
𝑆𝑖 (𝑦𝑚) = argmax

𝑖
ave (𝛿𝑖 (𝑥))

(4) Compute the distance of 𝑦𝑚:

𝑑𝑚 = 𝑆𝐼 (𝑦𝑚) −
∑𝐾𝑗=1,𝑗 ̸=𝐼 𝑆𝑗 (𝑦𝑚)

𝐾 − 1
(5) Compute the threshold of 𝑦𝑚:

threshold𝑚 = 𝛼
∑𝑚−1𝑖=1 𝑑𝑖
𝑚 − 1

, 𝑚 > 1

(6) if 𝑑𝑚 > threshold𝑚
𝐴 = [𝐴, 𝑦𝑚],
𝐿 = [𝐿, 𝐼]

end
end

Algorithm 1: semiSRC-AVE.

where 𝑆𝐼(𝑦𝑚) is the mean of the coefficients from predicted
class 𝐼 and 𝑆𝑗(𝑦𝑚) is the mean of the coefficients from the
other classes. 𝐾 is the total number of classes. The distance
𝑑𝑚 measures how far the average coefficient 𝑆𝐼(𝑦𝑚) of class
𝐼 is from the mean of 𝑆𝑗(𝑦𝑚) of the other 𝑘 − 1 classes.
If 𝑑𝑚 is large enough, the predicated class label should be
true with a high confidence. Thus, it is necessary to set a
threshold to determine 𝑑𝑚. Given the variability across the
testing samples, the threshold is set as themeanof distances𝑑𝑖
(𝑖 = 1 ⋅ ⋅ ⋅ 𝑚 − 1) of all the previous testing samples as follows:

threshold𝑚 = 𝛼
∑𝑚−1𝑖=1 𝑑𝑖
𝑚 − 1

, s.t. 𝑚 > 1, (8)

where 𝑚 corresponds to 𝑚th testing data. The threshold𝑚
is fully determined by the previous 𝑚 − 1 testing samples
and reflects the average difference between the predicted
class and the other unpredicted classes in the testing data.
The coefficient 𝛼 can be used to adjust the threshold level.
In general, coefficient 𝛼 can be set to 1 when the training
data and testing data are from the same classes. When the
training and testing data are not from the same classes,
coefficient 𝛼 can be set to less than 1 so that more testing
data can be used to update the training data. For the first
testing data, the training data cannot be updated by default.
If the distance 𝑑𝑚 of the 𝑚th testing sample is larger than
threshold𝑚, the predicated class label is considered reliable
and the 𝑚th testing sample 𝑦𝑚 is added to dictionary 𝐴 as a
new column. Dictionary 𝐴 and training label 𝐿 are replaced
with 𝐴 = [𝐴, 𝑦𝑚] and 𝐿 = [𝐿, 𝐼], respectively. Based on
the updating criterion, we propose the semisupervised SRC-
AVE (semiSRC-AVE) algorithm that combines self-training

and SRC-AVE. Algorithm 1 illustrates the semiSRC-AVE
procedure.

4. Experiments and Results

In this section, we evaluated the effectiveness and robust-
ness of semiSRC-AVE using simulated and real fMRI data.
Moreover, the performance of semiSRC-AVE was compared
to that of SRC-AVE and the other three self-training clas-
sifiers. The three classifiers were naı̈ve semiSRC-AVE that
updates the training data using näıve strategy, RSE-OLDC,
and RSE-OSRC-AVE that used the SRC-AVE to replace the
LDC of RSE-OLDC. The code of the GPSR algorithm was
downloaded from http://www.lx.it.pt/∼mtf/GPSR/, and the
codes of SRC, SRC-AVE, semiSRC-AVE, and RSE-OSRC-
AVE algorithms were written based on the core GPSR
algorithm. In this paper, all the computationswere performed
on a computer with AMD Phenom(tm) II X4 B97 processor,
CPU 3.20GHz, and RAM 8GB.

4.1. Simulated Experiments

4.1.1. Generation of Simulated Data. Two groups of datasets
were generated to investigate the performance of semiSRC-
AVE in this section. It was assumed that each group of
datasets included two runs and each run contained three
tasks.

The first group was generated by expressing the observa-
tions as the product of the time courses and super-Gaussian
sources using the MATLAB toolbox SimTB [27]. For each
run, we assumed that the simulated data from each subject
contained 27 spatial sources. Each source that had 50 × 50
voxels with a baseline intensity of 800 was independently



Computational Intelligence and Neuroscience 5

Task A
Task B

Task C
Task ABC

(a)

Task A
Task B

Task C
Task ABC

(b)

Task A
Task B

Task C
Task ABC

(c)

Figure 1: Regions of interest that are engaged in the three tasks for the first group of simulated datasets (a), the first run of the second group
of datasets (b), and the second run of the second group of datasets (c).

translated, rotated, and contracted or expanded to simulate
the intersubject differences. Figure 1(a) presents the regions
of interest (ROI) that were activated by each task. The
red/purple/green regions were assumed to be activated by
tasks A/B/C, and the amplitude of each task block was set to
1.5 relative to the unique events whose amplitudes were 1.The
blue regions were assumed to be engaged in the three tasks
jointly with the amplitude of 2. There were twelve 40 s task
blocks that alternated with twelve 20 s rest blocks with a TR
of 2 s in each run, four blocks per task. The simulated fMRI
response of each task that was derived from the convolution
of the stimulus paradigm and the hemodynamic response
function (HRF) was added to the corresponding ROIs. The
simulated fMRI responses of the other task-unrelated sources
were derived from the convolution of the unique events and
HRF. Head motion was added with a translation of less than
2% of the entire image and a rotation less than 5 degrees. Each
of the 12 subjects had nine levels of contrast-to-noise ratios
(CNR) that varied from 0.08 to 0.16 with an increment of
0.01.Thus, the first group of simulated datasets contained 108
(12×9) datasets.The order of the task blocks was randomized
across the nine noise levels. At each noise level, the simulated
datasets of 12 subjects had the same order of task blocks.

The second group of datasets was used to investigate the
performance of semiSRC-AVE for cross-decoding that tested
generalization to novel stimuli or tasks. In cross-decoding, a
decoder is trained with one set of stimuli and then tested with
another, or the task eliciting the response patterns is changed
[28]. For the second group, it was assumed that the tasks in
the training runs were different from the tasks in the testing
runs and the regions activated by the tasks in the training runs
were not the same as those in the testing runs. The second
group of simulated datasets was generated in the same way as
the first group, except that the activated ROIs were different.
Figures 1(b) and 1(c) present the ROIs that were activated by
the three tasks in the first run and second run, respectively.

4.1.2. Feature Selection. Each subject’s first run was used as
the training samples, and the second run was used as the
testing samples for all the simulated datasets. The correlation
between the time course of each voxel and the reference
function was calculated. The reference function was derived
from the convolution of the paradigm of the three tasks
and HRF. The top 1000 voxels with the highest correlations
were selected as features. The testing data in the second run
used the same features as the training data. As a pragmatic
approach, we fixed the number of voxels rather than the level
of the correlations thatmay fluctuate across different datasets.
The time course of each voxel and the spatial pattern of each
time point were then normalized to a zero mean and unit
variance.

4.1.3. Comparison of SRC and SRC-AVE. The first group of
datasets was used to compare the performances of SRC and
SRC-AVE. Three-class classifiers of SRC and SRC-AVE were
trained from the training data (the first run) and applied to
the testing data (the second run). For each subject in each
group, the accuracy was calculated at each noise level using
the ratio between the number of testing samples that were
correctly classified and the total number of testing samples.
Themean accuracy of each classifier across the 12 subjects was
obtained at each noise level for each group of datasets.

4.1.4. Comparison of the Semisupervised Learning Methods.
Both the first and second groups of datasets were used to
investigate the performances of semiSRC-AVE in the case of
different noise levels and cross-decoding. Because the advan-
tage of SRC-AVE over SRC in fMRI-based decoding was
demonstrated in the above section, only SRC-AVE was used
to be compared with the semisupervised learning method
in the following simulated and real fMRI experiments. Two-
class (tasks A and B) and three-class SRC-AVE, semiSRC-
AVE, naı̈ve semiSRC-AVE, RSE-OLDC, andRSE-OSRC-AVE
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Figure 2: The mean classification accuracies of SRC and SRC-AVE
at various CNR levels.

classifiers were trained from the training data (the first run)
and applied to the testing data (the second run). The mean
accuracy of each classifier across the 12 subjects was obtained
at each noise level for each group of datasets. To examine
the difference of the classification accuracies between the
proposed semiSRC-AVE and the other four methods, the
nonparametricWilcoxon signed rank tests for paired samples
were performed. Moreover, the computation time of each
three-class classification for the first group of dataset was
recorded to compare the time efficiency of all the five
methods. The mean time across 12 subjects of all noise levels
was calculated.

4.1.5. Determination of Parameter 𝛼 in SemiSRC-AVE. Pa-
rameter 𝛼 was set to 1 in the first group of datasets because
the training and testing data were from the same tasks. For
the second group of datasets that used different tasks in the
training and testing data, the optimal value of parameter
𝛼 was determined using the simulated datasets. The three-
class semiSRC-AVE classifiers with different 𝛼 values were
trained using each subject’s training data in the second group.
Parameter 𝛼 was varied from 0.5 to 1 with an increment of
0.1. For each 𝛼, the mean accuracy across all subjects was
obtained for each noise level, and then the mean accuracy
across all noise levels was obtained. The 𝛼 value with the
highest accuracy was selected as the optimal value for the
datasets with different training and testing tasks.

4.2. Results of Simulated Experiments

4.2.1. Comparison of SRC and SRC-AVE. Figure 2 shows the
mean accuracies of SRC-AVE method compared with those
of the conventional SRC at all the CNR levels. The mean
accuracies of the two methods increased as the CNR levels
increased (see Figure 2). The classification accuracies of SRC
are much lower than those of SRC-AVE at all the noise levels.

4.2.2. Comparison of the Semisupervised Learning Methods.
Figures 3(a)-3(b) show the mean accuracy of SRC-AVE and

the four semisupervised methods at different CNR levels
for the first group of simulated datasets. For the three-class
classification, RSE-OLDC showed the worst performance,
and semiSRC-AVE showed the best performance at all noise
levels (see Figure 3(a)). SemiSRC-AVE showed significantly
higher accuracy than SRC-AVE, RSE-OSRC-AVE, and RSE-
OLDC at most noise levels and significantly higher accuracy
than naı̈ve semiSRC-AVE at the middle noise levels. For
the two-class classification, the accuracy of RSE-OLDC was
the lowest, while the performances of semiSRC-AVE, RSE-
OSRC-AVE, and naı̈ve semiSRC-AVE showed slight differ-
ences. The accuracies of SRC-AVE were lower than those of
semiSRC-AVE, RSE-OSRC-AVE, and naı̈ve semiSRC-AVE at
most noise levels (see Figure 3(b)).

Figures 3(c)-3(d) show the performances of the five
classifiers for cross-decoding the second group of simu-
lated datasets with different training and testing tasks. For
the three-class classification, semiSRC-AVE produced the
highest accuracy while RSE-OLDC produced the lowest
accuracy among the fivemethods (see Figure 3(c)). SemiSRC-
AVE showed significantly higher accuracy than SRC-AVE,
RSE-OSRC-AVE, and RSE-OLDC at most noise levels and
significantly higher accuracy than naı̈ve semiSRC-AVE at
the middle noise levels. For the two-class classification,
the performance of RSE-OLDC remained the worst, while
the performances of semiSRC-AVE, RSE-OSRC-AVE, and
naı̈ve semiSRC-AVE only showed slight differences (see
Figure 3(d)). The semiSRC-AVE significantly outperformed
supervised-learning SRC-AVE at most noise levels. In con-
trast to the datasets with the same training and testing tasks,
the accuracy of SRC-AVE was reduced to a larger extent than
that of semiSRC-AVE for cross-decoding the datasets with
different training and testing tasks (see Figure 3).

4.2.3. Determination of Parameter 𝛼 in SemiSRC-AVE. For
cross-decoding the dataset with different training and testing
tasks, the mean accuracies of semiSRC-AVE using six dif-
ferent 𝛼 values are presented in Figure 3(e). It can be seen
that the mean accuracy was the highest when parameter 𝛼
was set to 0.7. Therefore, 0.7 was used as the optimal value of
parameter 𝛼 in cross-decoding the simulated and real fMRI
datasets with different training and testing tasks.

4.2.4. Time Efficiency Analysis. Table 1 lists the computation
time of the five three-class classifiers for the first group
of simulated datasets. The computation time of semiSRC-
AVE was close to that of supervised-learning classifier SRC-
AVE. RSE-OSRC-AVE, and RSE-OLDC took much more
computation time than SRC-AVE, semiSRC-AVE, and naı̈ve
semiSRC-AVE.

4.3. Real fMRI Experiment. The real fMRI data used in this
study were the same as those used in our previous study [29].
For readability, the main points are repeated here.

4.3.1. Datasets. Fourteen right-handed college students (age:
22.2 ± 1.9 years, eight females) participated in this study.
The fMRI data were acquired using a 3-T Siemens scanner
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Table 1: Mean computation time of the five three-class classifiers for the simulated datasets.

SRC-AVE SemiSRC-AVE RSE-OSRC-AVE Naı̈ve semiSRC-AVE RSE-OLDC
Time (second) 3.55 5.83 46.70 5.88 30.87
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Figure 3: Mean accuracies of SRC-AVE, semiSRC-AVE, näıve semiSRC-AVE, RSE-OLDC, and RSE-OSRC-AVE classifiers. (a) Three-class
performances of the simulated datasets with the same training and testing tasks. (b) Two-class performances of the simulated datasets with
the same training and testing tasks. (c) Three-class performances of the simulated datasets with different training and testing tasks. (d) Two-
class performances of the simulated datasets with different training and testing tasks. (e) Determination of parameter 𝛼 in semiSRC-AVE.
The asterisk ∗ represents 𝑝 < 0.05. The color of asterisk indicates the comparison between semiSRC-AVE and the method having the same
color as the asterisk in each panel.
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equipped for echo planar imaging (EPI) at the Brain Imaging
Center of Beijing Normal University (TR = 2000ms; TE =
30ms; 32 slices; voxel size = 3.125 × 3.125 × 3.84mm; flip
angle (FA) = 90; FOV = 190 × 200 cm). In addition, a high-
resolution, three-dimensional T1-weighted structural image
was acquired (TR = 2530ms; TE = 3.39ms; 128 slices; FA = 7;
resolution = 1 × 1 × 1.33mm).

The experiment was conducted in a block design and
consisted of eight runs. Each run included four 24 s task
blocks that were alternatedwith five 12 s resting blocks. Visual
stimuli belonging to four categories (i.e., house, face, car, and
cat) corresponded to the four tasks in each run and were
separately displayed for 500ms, followed by a 1500ms blank
screen.

The data preprocessing was performed using Statistical
Parametric Mapping (SPM8) (http://www.fil.ion.ucl.ac.uk/
spm/software/spm8/). For each subject, the first three vol-
umes of each run were removed due to the instability of the
initial scanning of each run. The functional images of each
subject were realigned to correct for head motion, spatially
normalized into the standardMontreal Neurological Institute
(MNI) template space, resliced into 3 ∗ 3 ∗ 4mm3 voxels,
and spatially smoothed using an 8mm full-width-at-half-
maximum (FWHM) Gaussian kernel.

4.3.2. Comparison of Classifiers

(a) Datasets with the Same Training and Testing Tasks. A
generalized linear model (GLM) was applied to each subject’s
training data to estimate the brain regions that were activated
by each task using SPM8. The significance level was set as
𝑝 < 0.001 and was uncorrected. A brain mask that included
the fusiform gyrus, inferior temporal gyrus, inferior occipital
gyrus, and middle occipital gyrus was generated using the
WFU Pickatlas toolbox (http://www.fmri.wfubmc.edu). The
union of the voxels that were activated by each task within the
mask was selected as features. The testing data used the same
features as the training data. For each dataset, the linear drift
was removed using the spm detrend function in SPM8. The
time series of each feature and the spatial pattern of each scan
were normalized to a zero mean and unit variance.

For each subject, a twofold cross validation was per-
formed. In the first fold, the first four runs were used as
the training runs, and the last four runs were used as the
testing runs, and vice versa in the second fold. Four-class,
three-class, and two-class classifiers of SRC-AVE, semiSRC-
AVE, naı̈ve semiSRC-AVE, RSE-OLDC, andRSE-OSRC-AVE
were trained from each subject’s training data separately.
Each classifier was applied to each test volume to determine
the task state. The mean accuracy across the 14 participants
in the twofold was obtained for each classifier. To examine
the difference in the classification accuracies between any
two methods, the nonparametric Wilcoxon signed rank tests
for paired samples were performed. For each method, the
computation time of the four-class classificationwas recorded
and the mean time across the 14 subjects was calculated.

(b) Cross-Decoding Datasets with Different Training and
Testing Tasks. To further explore the performance of

semiSRC-AVE for cross-decoding, we regenerated the train-
ing and testing datasets. It should be noted that cat and
human face are animate objects with sense organs while
house and car are inanimate objects. Therefore, the volumes
of the house and cat tasks in eight runs consisted of the
training datasets, and the volumes of the car and face tasks in
eight runs consisted of the testing datasets for each subject.
The GLM was applied to the training data, and any voxels
that were activated by at least one of the two tasks (i.e., house
and cat) within themask were selected as features. After SRC-
AVE, semiSRC-AVE, naı̈ve semiSRC-AVE, RSE-OLDC, and
RSE-OSRC-AVE classifiers were trained from the training
samples, they were applied to the testing volumes to predict
their task states (car versus face). The mean accuracy of
each classifier across the 14 subjects was obtained. Moreover,
we also performed classification by using the volumes of
the car and face tasks as the training data and the volumes
of the house and cat tasks as the testing data. The feature
selection and classifications were performed in the same
way as described above.The nonparametricWilcoxon signed
rank tests for paired samples were performed to examine the
differences between any two methods.

4.4. Results of Real fMRI Experiment

4.4.1. Comparison of Classifiers

(a) Datasets with the Same Training and Testing Tasks. Figures
4(a)–4(c) display the mean accuracies of the one four-class,
four three-class, and six two-class classifications of SRC-AVE
and the four semisupervised learning methods. SemiSRC-
AVE showed the highest accuracy in most cases, and RSE-
OLDC showed the lowest accuracy in all cases among the five
methods. In contrast to SRC-AVE, semiSRC-AVE produced a
significantly higher accuracy for the four-class classification,
three three-class classifications, and one two-class classifi-
cation. No significant differences were found between the
performances of näıve semiSRC-AVE/RSE-OSRC-AVE and
SRC-AVE for all classifications. Moreover, the accuracy of
semiSRC-AVE was significantly higher than that of RSE-
OSRC-AVE for house versus car versus cat, face versus cat
versus car, and house versus face and significantly higher than
that of näıve semiSRC-AVE for house versus car versus cat
and face versus cat versus car.

(b) Cross-Decoding Datasets with Different Training and
Testing Tasks. Figures 4(d)-4(e) show the results of the two-
class classifications of SRC-AVE and the four semisupervised
learning methods for cross-decoding datasets with differ-
ent training and testing tasks. When the volumes of the
house and cat tasks were used as the training data, the
three semisupervised learning methods, including semiSRC-
AVE, naı̈ve semiSRC-AVE, and RSE-OSRC-AVE, produced
significantly higher accuracies compared to that of SRC-
AVE (see Figure 4(d)). The accuracy of RSE-OLDC was
significantly lower than those of the other four methods.
When the volumes of the car and face tasks were used as the
training data, semiSRC-AVE and RSE-OSRC-AVE showed a
significantly higher performance than that of SRC-AVE, and

http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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Figure 4:Mean accuracies of real fMRI data with same (a–c) and different (d-e) training and testing tasks using the SRC-AVE, semiSRC-AVE,
näıve semiSRC-AVE, RSE-OLDC, and RSE-OSRC-AVE classifiers. (a) Two-class classifications. (b) Three-class classifications. (c) Four-class
classifications. (d) Training data consisting of house and cat tasks. (e) Training data consisting of face and car tasks.The symbols “∗∗” represent
𝑝 < 0.05 and the symbol “∗” represents 𝑝 < 0.1.
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Table 2: Computation time of five classifiers for real fMRI datasets.

SRC-AVE SemiSRC-AVE RSE-OSRC-AVE Naı̈ve semiSRC-AVE RSE-OLDC
Time (second) 2.30 2.71 17.57 3.26 7.90

RSE-OLDC showed a significantly worse performance than
those of the other four methods (see Figure 4(e)).

4.4.2. Time Efficiency Analysis. Table 2 presents the mean
computation time of the five four-class classifiers for the real
fMRI datasets. The computation time of semiSRC-AVE was
close to that of SRC-AVE and was less than that of RSE-
OSRC-AVE and RSE-OLDC.

5. Discussion

The present study proposed the semisupervised learning
semiSRC-AVEmethod to improve the decoding performance
of SRC. Our major findings are as follows: (1) the semiSRC-
AVE method can significantly improve the performance
of SRC-AVE, particularly for cross-decoding; and (2) in
contrast to RSE-OSRC-AVE, naı̈ve semiSRC-AVE, and RSE-
OLDC, semiSRC-AVE method shows better performance
for multiclass classification and comparable performance for
two-class classification.

SRC exhibited state-of-the-art classification perform-
ances in previous studies of image classification and recog-
nition [3]. However, in this study, SRC produced a very
low classification accuracy when it was applied to the fMRI
data. There are two possibilities that may result in the low
performance of SRC for fMRI-based decoding. One possi-
bility is the complicated and high noises in the fMRI data.
Generally, fMRI data contain various noises, such as thermal
noise, system noise, motion and physiological noise, non-
task-related neural variability, and behavioral and cognitive
variability [29]. Signals in fMRI data are much weaker than
noises. Moreover, behavioral and cognitive variability may
lead to changes in arousal and attention over time. Evoked
brain activity may change in each trial, even in the same
types of trials. Another possibility may be attributed to
the hemodynamic response. After the stimulus onset, the
hemodynamic response exhibits an initial dip, rises to a peak
value after approximately 6 seconds, and then falls to the
baseline level [29]. There is a delay between the peak and the
stimulus onset, indicating that the initial volumes of each task
blockmay show very different brain activity patterns than the
volumes in the middle of the blocks, although the volumes in
the same task blocks respond to the same type of stimulus.
Both the noises and hemodynamic responses can result in
large variabilities in the brain activity that is evoked by each
trial. For the sparse representation model, testing sample 𝑦 is
assumed to be linearly represented by the training samples of
the same class. Because of the high variability in the training
and testing samples of the same class in fMRI data, the testing
samples cannot be well represented by the training samples
and coefficient vector 𝑥may not be very sparse. Accordingly,
SRC does not perform well in decoding brain states from
fMRI data.

The results of the simulated data showed that SRC-AVE
had a much better performance than SRC. It should be noted
that the test samples are generally represented by the training
samples from the same class with larger positive coefficients
and smaller negative coefficients than the training samples
from the other classes. Thus, the average of all positive and
negative coefficients can be used as a criterion to determine
the testing samples, which is consistent with the previous
study that demonstrated that class-specific average sparse
coefficients were useful to improve the performance of clas-
sification [20]. Moreover, our results further indicated that
the average coefficient worked better than the reconstruction
error for SRC in fMRI-based decoding.

Both the simulated and real fMRI datasets indicated
that the proposed semiSRC-AVE effectively improved the
performance of SRC-AVE, particularly for the multiclass
classifications. SRC-AVE method used fixed training dataset
while semiSRC-AVEgradually updated training dataset using
the new testing samples with high confidence. The perfor-
mance of SRC-AVE was easily affected by the insufficient
labeled training samples because limited training dataset
tended to increase the generalization error of classifiers. In
contrast, the performance of semiSRC-AVE was improved
due to gradually enlarged training dataset. Meanwhile, the
distance between the predicted class and the other classes
was calculated to measure the confidence of the predicated
label of each test sample for semiSRC-AVE. The threshold
of the confidence was determined by the previous testing
samples rather than a fixed value. Because the threshold was
adaptive to the changes of the testing samples, it was helpful
to the selection of the testing samples with high confidence.
The results indicated that the selected testing samples using
the proposed strategy were reliable and contributed to the
improvement of semiSRC-AVE.

For cross-decoding, compared to SRC-AVE, the advan-
tages of semiSRC-AVE were more prominent. Because the
training and testing samples were not entirely from the same
distribution, the testing samples cannot be well represented
by the training data, whichmay greatly affect the performance
of SRC-AVE. For semiSRC-AVE, the training dataset was
updated by the testing data. The dictionary that was adaptive
to the testing data represented the testing samples better
than the fixed dictionary. Accordingly, semiSRC-AVEworked
much better than SRC-AVE when the training and testing
tasks were different. In contrast to SRC-AVE, semiSRC-AVE
showed better generalization to novel stimuli or tasks.

Among the four semisupervised learning methods, RSE-
OLDC showed the worst performance and semiSRC-AVE
showed the best performance in both the simulated and
real fMRI experiment.The worst performance of RSE-OLDC
may be attributed to the worse performance of LDC than
SRC-AVE. In contrast to the näıve semiSRC-AVE and RSE-
OSRC-AVE, the semiSRC-AVE showed better performance
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for multiclass classification and comparable performance
for the two-class classification. In contrast to multiclass
classification, two-class classification generally has higher
prediction accuracy and produces more reliable predicated
labels of the testing samples. Therefore, the confidence
determination for the testing samples may have a minor
effect on the two-class classification of the semisupervised
learning methods, which possibly resulted in the comparable
performance of the naı̈ve semiSRC-AVE and semiSRC-AVE
in the two-class classification. In contrast, the confidence
determination of semiSRC-AVE played an important role in
selecting reliable testing samples to update the dictionary
in the multiclass classification. Thus, semiSRC-AVE outper-
formed näıve SRC in the three-class classification. Moreover,
the results also indicated that the confidence determination
strategy of semiSRC-AVEwas simpler,more time-saving, and
more efficient compared to the random subspace ensemble
strategy of RSE-OSRC-AVE.

It should be noted that there is a balance between the
update accuracy and the number of updated samples. If the
threshold of the confidence determination is increased to
improve the update accuracy, the number of updated samples
will be reduced and vice versa. The small number of updated
samples may only have a slight impact on the classifiers. It
is critical to maintain a balance between the accuracy and
the proportion of updates for semisupervised learning. We
set parameter 𝛼 to adjust the threshold for different types of
datasets. Our simulated and real fMRI datasets indicated that
a threshold with 𝛼 = 1 worked well for datasets with the
same training and testing classes. For certain specific datasets,
properly adjusting parameter 𝛼 may achieve better results.
For cross-decoding, the amount of updated samples becomes
more important due to the lack of test-like samples in training
dataset. Therefore, parameter 𝛼 was set to 0.7, which was
demonstrated to be the optimal value by cross-decoding the
simulated data with different training and testing tasks in
the study. The lowered parameter 𝛼 allowed more testing
data to update the training data. Both our simulated and
real fMRI experiments indicated that the optimal value
0.7 was good for data with different training and testing
classes.

6. Conclusion

In this study, we demonstrated the robustness and feasibility
of the semisupervised learning semiSRC-AVE using both
simulated and real fMRI data. The results indicated that
semiSRC-AVE showed significantly better performance than
SRC-AVE. In addition, semiSRC-AVE performed better than
naı̈ve semiSRC-AVE, RSE-OSRC-AVE, and RSE-OLDC for
multiclass classifications. For the two-class classification,
semiSRC-AVE did not show prominent advantages over the
other three semisupervised learning methods. Therefore, it
is essential to further investigate the optimal update strategy
that is suitable to the two-class classification in the future
studies. Moreover, the proposed update strategy in this study
can be easily extended to the other supervised-learning
classifiers.

Data Availability

The datasets used and analysed during the current study
are available from the corresponding author on reasonable
request.

Consent

All participants gave written consent according to the guide-
lines set by the MRI center of Beijing Normal University.

Ethical Approval

The experiment in this study was approved by the Insti-
tutional Review Board (IRB) of the State Key Laboratory
of Cognitive Neuroscience and Learning in Beijing Normal
University (IRB00005903). All experimental procedureswere
carried out in accordance with the approved guidelines and
regulations.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this article.

Acknowledgments

The authors wish to thank Dr. Hui Wu and Dr. Litao Zhu
for technical assistance with real fMRI data acquisition. This
work is supported by Key Program of National Natural Sci-
ence Foundation of China [Grant no. 61731003], the National
Natural Science Foundation of China [Grant nos. 61671067,
61473044], the Interdisciplinary Research Funds of Beijing
Normal University, the Fundamental Research Funds for the
Central Universities [Grant no. 2017XTCX04], and the Funds
for International Cooperation and Exchange of the National
Natural Science Foundation of China [Grant no. 61210001].

References

[1] J. V.Haxby, A. C. Connolly, and J. S. Guntupalli, “Decoding neu-
ral representational spaces using multivariate pattern analysis,”
Annual Review of Neuroscience, vol. 37, pp. 435–456, 2014.

[2] K. A. Norman, S. M. Polyn, G. J. Detre, and J. V. Haxby,
“Beyond mind-reading: multi-voxel pattern analysis of fMRI
data,” Trends in Cognitive Sciences, vol. 10, no. 9, pp. 424–430,
2006.

[3] J.Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y.Ma, “Robust
face recognition via sparse representation,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 31, no. 2, pp.
210–227, 2009.

[4] K.Huang and S. Aviyente, “Sparse representation for signal clas-
sification,” in Proceedings of the NIPS, pp. 609–616, Vancouver,
Canada, December 2006.

[5] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman,
“Supervised dictionary learning,” in Proceedings of the 23rd
Annual Conference on Neural Information Processing Systems
(NIPS ’09), pp. 1033–1040, Vancouver, Canada, December 2009.

[6] S. Song, Z. Zhan, Z. Long, J. Zhang, and L. Yao, “Comparative
study of SVMmethods combinedwith voxel selection for object



12 Computational Intelligence and Neuroscience

category classification on fMRI data,” PLoS ONE, vol. 6, no. 2,
Article ID e17191, 2011.

[7] D. D. Cox and R. L. Savoy, “Functional magnetic resonance
imaging (fMRI) “brain reading”: detecting and classifying
distributed patterns of fMRI activity in human visual cortex,”
NeuroImage, vol. 19, no. 2, pp. 261–270, 2003.

[8] K. Friston, C. Chu, J. Mourão-Miranda et al., “Bayesian decod-
ing of brain images,” NeuroImage, vol. 39, no. 1, pp. 181–205,
2008.

[9] H. Jang, S. M. Plis, V. D. Calhoun, and J. H. Lee, “Task-specific
feature extraction and classification of fMRI volumes using a
deep neural network initialized with a deep belief network:
Evaluation using sensorimotor tasks,” Neuroimage, p. 145, 2016.

[10] C. Rosenberg, M. Hebert, and H. Schneiderman, “Semi-
supervised self-training of object detection models,” in Pro-
ceedings of the Application of Computer Vision, vol. 1, IEEE,
Breckenridge, CO, USA, 2005.

[11] M. Belkin, P. Niyogi, and V. Sindhwani, “Manifold regulariza-
tion: A geometric framework for learning from labeled and
unlabeled examples,” Journal of Machine Learning Research, vol.
7, pp. 2399–2434, 2006.

[12] X. Zhu and A. B. Goldberg, “Introduction to semi-supervised
learning,” in Synthesis Lectures on Artificial Intelligence and
Machine Learning, vol. 3, pp. 1–130, Morgan & Claypool, 2009.

[13] A. Blum and T. Mitchell, “Combining labeled and unlabeled
data with co-training,” in Proceedings of the eleventh annual
conference on Computational learning theory, pp. 92–100, ACM,
1998.

[14] T. Joachims, “Transductive inference for text classification using
support vector machines,” in ICML, vol. 668, pp. 200–209,
Springer, 1999.

[15] A. Fujino, N. Ueda, and K. Saito, “Semisupervised learning
for a hybrid generative/discriminative classifier based on the
maximum entropy principle,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 30, no. 3, pp. 424–437,
2008.
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